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This paper mainly addresses the gust suppression and alleviation of highly flexible aircraft using the model 
predictive controller (MPC) based on linear parameter-varying (LPV) models. The dynamic behavior of highly 
flexible aircraft is modeled by a coupled nonlinear aeroelastic and flight dynamic formulation. Conventional 
trailing-edge flaps along the main wings and tails are deployed to provide the required loads for the wing 
vibration control and/or longitudinal flight attitude control of the slender vehicle. The coupled dynamic 
equations are performed with linearization and model reduction about a series of nonlinear equilibria to derive 
reduced-order LPV models. This work considers two quantities as the scheduling parameters in building the LPV 
models: the gust-induced angle of attack and the modal magnitude of wing deformation. With the reduced-order 
LPV model, MPC is designed to minimize the wing vibration and rigid-body motions excited by the time-domain 
Dryden gust perturbation. The proposed LPV modeling is capable of describing large wing deformations, and 
the LPV-MPC innovatively previews the scheduling parameter and gust disturbance in the prediction horizon. 
The closed-loop flight responses of a highly flexible aircraft with gust disturbance are presented in the numerical 
studies, which demonstrate the effectiveness of controlling coupled vibrations and rigid-body dynamics of such 
slender vehicles.
1. Introduction

In general, missions involving airborne intelligence, surveillance, 
and reconnaissance [1], as well as civilian atmospheric research [2], 
necessitate aircraft with high-aspect-ratio wings, resulting in highly 
flexible vehicle platforms. The primary reason behind this design is 
to enhance the aircraft’s aerodynamic performance during the long-

endurance flight, which can be achieved through high-aspect-ratio 
wings with lightweight, flexible structures. However, the inherent flex-

ibility in the wing structures requires special design and analysis tools. 
Previous studies [3,4] have demonstrated that the slender wings of 
highly flexible aircraft may experience large deformations under normal 
operational loads, exhibiting geometrically nonlinear behavior. Conse-

quently, the structural dynamic and aeroelastic characteristics of the 
aircraft can undergo significant changes due to the large wing de-

formation. Furthermore, highly flexible aircraft often exhibit coupling 
between the low-frequency elastic modes of their slender wings and 
the rigid-body motions of the entire aircraft [4–8]. Hence, a nonlinear 
aeroelastic solution, which can adequately account for the coupled ef-
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fects of the large wing deformation and the aeroelastic/flight dynamic 
characteristics of the complete aircraft, is crucial to the research.

In fact, research on the structural dynamics and aeroelasticity of 
slender aerospace structures can be traced back to early studies on 
helicopter blades. Hodges and Dowell developed the twisted nonuni-

form beam theory [9] for slender rotor blades. This theory considered 
small strains and moderate deformations, neglecting third- and higher-

order geometrically nonlinear terms. Subsequently, various geometri-

cally nonlinear beam formulations have been established. Based on the 
choice of independent variables to represent the displacement field and 
the treatment of the beam reference line’s rotation, beam theories can 
be classified as displacement-based formulations [10,11], mixed-form 
formulations [12,13], or strain/stress-based formulations [14]. In the 
mixed-form formulation [12], the rotation along the beam reference 
line was solved as independent degrees of freedom. Hodges [13] in-

troduced an update where nodal velocities and beam curvatures were 
defined as the structural states of the beam. Once the direct solution of 
the beam rotation is not required, the mixed-form formulation reduces 
the computational cost associated with solving geometrically nonlinear 
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Nomenclature

𝐀,𝐁,𝐂,𝐆 system matrices of linearized state-space equation

𝐵 body-fixed reference frame

𝐂𝐺𝐵 rotation matrix from 𝐵 frame to 𝐺 frame

𝐅𝑖 matrices of inflow governing equation, (𝑖 = 1, 2, 3)

𝐺 global (inertial) reference frame

𝐻𝑤 transfer function of Dryden continuous gust

𝐊 generalized stiffness matrix

𝐌 generalized inertial matrix

�̄�, �̄�, �̄� inertial, damping, and stiffness matrices of linearized 
equation

𝑁,𝑁𝑡 prediction horizon and total simulation horizon

𝑛 white noise

𝐩 position vector

𝑸,𝑸𝑓 ,𝑹 tuning matrices of cost function for output and input, re-

spectively

𝐑 generalized load vector

𝑇 thrust force

𝐔 future control input over control horizon

𝐮 control input

𝑤𝑔 single gust profile

𝐰𝑔 wing spanwise gust perturbation distribution

𝐱 state of linearized state-space system

𝐲 output of system

𝛼𝑔 gust-induced angle of attack

β rigid-body velocity with translational 𝐯𝐵 and rotational 
ω𝐵 components

𝛿𝑒, 𝛿𝑎, 𝛿𝑟 deflections of elevator, aileron, and rudder, respectively

ε elastic strain vector

ε0 initial elastic strain vector

ζ quaternion

η magnitude of linear mode shapes

Θ the set of scheduling parameter 𝜃
𝜃 generalized scheduling parameter

λ inflow states

𝚽 linear mode shapes

𝛀ζ matrix for rigid-body orientation propagation equation

Subscript

𝑑 discrete time

𝐹 , 𝐵 flexible and rigid-body components, respectively, of a ma-

trix or vector

max,min upper and lower bounds of control input, respectively
beams. Palacios et al. [15] extensively discussed these three types of 
beam formulations for analyzing structural, aeroelastic, and flight dy-

namic behavior in highly flexible aircraft.

Numerous studies have investigated the geometrically nonlinear 
aeroelasticity of highly flexible wings and aircraft. While not aiming 
to provide an exhaustive list, several notable works are discussed here. 
In early studies on the aeroelastic characteristics and control of highly 
flexible aircraft, linearized modes, including rigid-body modes, were 
employed to predict the aircraft’s local stability under different flight 
conditions [16]. Drela [17] developed a comprehensive model for a 
complete flexible aircraft by representing it as an assembly of inter-

connected nonlinear beams coupled with a compressible vortex/source-

lattice with wind-aligned trailing vorticity. This aeroelastic formula-

tion is known as ASWING [18]. Hodges and his colleagues, coupling 
the mixed-form beam formulation with the finite-state inflow theory 
[19–21], developed a geometrically nonlinear aeroelastic formulation 
called NATASHA to study complete highly flexible aircraft [3,4,22]. 
Cesnik and his colleagues invented a strain-based beam theory. By cou-

pling with the finite-state inflow aerodynamics, they developed the 
package UM/NAST [6–8] to study the nonlinear aeroelastic and flight 
dynamic behavior of highly flexible aircraft. The unsteady vortex-lattice 
method (UVLM) can be coupled with the geometrically nonlinear beam 
formulation [23] for enhanced aerodynamic fidelity with free-wake and 
3D effects.

The highly flexible aircraft are usually vulnerable to external pertur-

bations during the flight. A famous sample was the crash of the Helios 
Prototype [2], whose unstable phugoid mode was quickly excited by the 
air disturbance during a flight. The diverging motion then caused the 
increase of airspeed on the vehicle’s solar panels and eventually broke 
the structure.

Various control algorithms have been developed for aircraft gust vi-

bration control or gust load alleviation, such as adaptive feedforward 
control [24], LQG-based model predictive control (MPC) [25], incre-

mental nonlinear dynamic inversion control [26], discrete-time 𝐻∞
preview control [27], etc. Nonetheless, the vibration control and gust 
load alleviation of highly flexible vehicles remain open challenges, es-

pecially with geometrically nonlinear wing deformation excited by the 
gust disturbance. Haghighat et al. [28] applied the model predictive 
control for gust alleviation of highly flexible aircraft. Cook et al. [29]
2

designed a robust controller based on linearized aeroelastic models, 
highlighting the effectiveness of an 𝐻∞ controller for a relatively large 
linearized system.

In order to further address the robust gust control of slender vehi-

cles, this study proposes applying the MPC based on linear-parameter 
varying (LPV) models, considering control performance and robustness. 
LPV models have been utilized in various control studies within the 
aerospace domain. Spillman [30] conducted an early investigation on 
robust longitudinal flight control using LPV feedback. Barker and Balas 
[31] applied LPV models for gain-scheduling in flutter control of a wing 
section. Lind [32] employed the LPV approach to control the vibration 
of a flexible hypersonic vehicle. He et al. [33] developed an LPV con-

troller for vibration suppression in a blended-wing-body aircraft. Snyder 
et al. [34] presented the design and analysis of an adaptive control 
architecture for LPV systems subject to time-varying parametric un-

certainties and external disturbances. The LPV-MPC has been well em-

braced as an effective way to address the nonlinear systems [35–37]. Qu 
et al. [38] studied transition flight control for a tiltrotor eVTOL aircraft 
using LPV models. Iannelli et al. [39] developed a data-driven algorithm 
to construct low-order LPV models from trajectories of aeroservoelas-

tic systems. Gu et al. [40] focused on turbo-fan engine acceleration 
control based on a data-driven LPV model, where the controller was 
designed using the MPC algorithm. Kapnopoulos and Alexandridis [41]

investigated the tuning of a quadrotor trajectory-tracking system using 
cooperative particle swarm optimization-based model predictive con-

trol. More recently, Samsam and Chhabra [42] proposed a nonlinear 
model predictive control strategy for robust tracking of multi-impulse 
smooth transfer trajectories.

This study aims to achieve robust control of vibration suppression 
and gust alleviation for highly flexible aircraft against wind gusts. To 
accomplish this, LPV models will be developed based on a series of lin-

earized and reduced-order models of flexible aircraft. These linearized 
models will vary with the scheduling parameter associated with gust 
excitation: gust-induced angle of attack and modal magnitude of wing 
deformation. Subsequently, an MPC controller will be designed based 
on the LPV models. The numerical result will demonstrate the effective-

ness of LPV-based MPC in gust load alleviation for highly flexible wings 
and aircraft.

The novelties and technical contributions of this proposed method 

are summarized as follows:
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Fig. 1. Global and body frames defining the rigid-body motion of aircraft.

• For the first time, a novel LPV reduced-order model is established 
by considering the modal magnitude of wing deformation as the 
scheduling parameter. This approach allows the LPV model and 
control design to parameterize and handle the large wing deforma-

tion, which is a meaningful advance over the traditional aeroelastic 
models that are limited to the small deformation [33,43,44].

• The LPV-MPC proposed in this work innovatively previews the gust 
disturbance and gust-induced angle of attack in the prediction hori-

zon to optimize control inputs. With state-of-the-art techniques of 
radar or Lidar [45], the wind gust ahead of an aircraft can be 
detected in real time. Therefore, the scheduling parameter of the 
angle of attack and gust disturbance can be previewed and up-

dated in MPC. This feature differs from traditional robust MPC 
[35,46,47], which assumes unknown external disturbance and de-

signs robust control for the worst case.

• In this study, the coupled wing vibrations and rigid-body dynamics 
are considered and controlled by the LPV-MPC. The flap, eleva-

tor, and thrust are used in feedback control for gust alleviation 
and vibration suppression simultaneously, which is different from 
the traditional works of flutter suppression [33,31]. The numerical 
results demonstrate that the proposed LPV-MPC can stabilize and 
minimize the perturbations of vibrations and rigid-body motions in 
the presence of gust disturbance. Furthermore, the controller can 
bring the flexible vehicle back to a steady state when the gust dis-

turbance dies out.

2. Theoretical formulation

In this section, the geometrically nonlinear aeroelastic and flight 
dynamic formulation for highly flexible aircraft is briefly introduced 
first, followed by the development of LPV-MPC for the gust alleviation 
of such aircraft.

2.1. Nonlinear aeroelastic and flight dynamic formulation

As shown in Fig. 1, a body-fixed frame 𝐵 is established in a global 
frame 𝐺 is defined to describe the vehicle position and orientation. The 
body frame is a “’east-north-up” frame, with 𝐵𝑥 pointing to the right 
and 𝐵𝑦 pointing to the nose. The location of 𝐵 can be arbitrary, yet it is 
convenient to establish the frame’s origin in the symmetric plane of an 
aircraft. The rigid-body velocity of a free-flight vehicle is

β𝑇 =
{
𝐯𝑇
𝐵

ω𝑇
𝐵

}
(1)

where 𝐯𝐵 and ω𝐵 denote the translational and angular velocities of the 
3

𝐵 frame, respectively.
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Fig. 2. Flexible lifting-surface frames within body frame.

By taking advantage of their geometry, highly flexible wings are 
modeled as slender beams that may exhibit large deformations during 
operation (see Fig. 2). Su and Cesnik introduced a nonlinear beam ele-

ment [14] to model the geometrically nonlinear deformation of slender 
beams. In this formulation, the beam reference line’s strain deforma-

tions (curvatures, ε) are the independent variables to describe the beam 
deformation.

By following the Principle of Virtual Work extended to dynamic 
systems, the dynamics of highly flexible aircraft in free flight can be 
described by

𝐌𝐹𝐹 (ε)ε̈+𝐌𝐹𝐵(ε)β̇+𝐊𝐹𝐹 ε =𝐑𝐹

𝐌𝐵𝐹 (ε)ε̈+𝐌𝐵𝐵(ε)β̇ =𝐑𝐵

ζ̇ = −1
2
𝛀ζζ

�̇�𝐺
𝐵
=
[
𝐂𝐺𝐵 𝟎

]
β

λ̇ = 𝐅1λ+ 𝐅2

{
ε̇

β

}
+ 𝐅3

{
ε̈

β̇

}
(2)

where the components of the generalized inertia and stiffness matri-

ces can be found in [7,8]. Unlike being presented in the references, 
the damping of the complete system is involved in the generalized load 
vector on the right-hand side of Eq. (2) for the convenience of writ-

ing the linearized equation of motion. The damping in this formulation 
involves the structural viscous damping proportional to the strain rate 
ε̇, the centrifugal load, and the Coriolis effect. One can find more de-

tails about the inertia, damping, and stiffness terms in [7,8]. Overall, 
the generalized load vector also consists of the contributions of initial 
strain, gravity, aerodynamics, control load from trailing-edge flap de-

flections, and thrust force, i.e.,{
𝐑𝐹 (ε, ε̇, ε̈,β, β̇,ζ,λ,𝐮)
𝐑𝐵(ε, ε̇, ε̈,β, β̇,ζ,λ,𝐮)

}
=
{

𝐊𝐹𝐹 ε
0

𝟎

}
+

{
𝐑damp

𝐹

𝐑damp

𝐵

}
+
{

𝐑aero
𝐹

𝐑aero
𝐵

}
+
{

𝐑grav

𝐹

𝐑grav

𝐵

}
+
{

𝐑ctrl
𝐹

𝐑ctrl
𝐵

}
. (3)

In Eq. (2), quaternion ζ describes the orientation of the 𝐵 frame, 𝐩𝐺
𝐵

is 
the inertial position of the 𝐵 frame resolved in the 𝐺 frame, and 𝐂𝐺𝐵 is 
the rotation matrix from the body frame to the global frame [6]. In ad-

dition, the finite-state inflow theory is implemented for calculating the 
unsteady aerodynamic loads in Eq. (3), which also leads to the aerody-

namic state governing equation in Eq. (2), where λ is the aerodynamic 
inflow state. More details of this theory were presented in [19,20]. Fi-

nally, the trailing-edge flap deflections, in addition to a single thrust 
force 𝑇 applied at the origin of the body frame, are used as the com-

mand for control studies, i.e.,{ }

𝐮𝑇 = 𝛿𝑒, 𝛿𝑎, 𝛿𝑟, 𝑇 (4)
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where 𝛿𝑒, 𝛿𝑎, 𝛿𝑟 are deflection angles of elevator, aileron, and rudder, 
respectively.

2.2. Gust model

In this study, the Dryden continuous gust model is implemented. 
The vertical gust velocity is obtained by filtering a Gaussian white noise 
signal 𝑛(𝑠) through a transfer function, i.e.,

𝑤𝑔(𝑠) =𝐻𝑤(𝑠)𝑛(𝑠) . (5)

Note that 𝑠 here is the Laplace variable. According to the military spec-

ification MIL-F-8785C [48], the transfer function is

𝐻𝑤(𝑠) = 𝜎𝑤

√
𝐿𝑤

𝜋𝑈∞

1 +
√
3
𝐿𝑤

𝑈∞
𝑠(

1 +
𝐿𝑤

𝑈∞
𝑠

)2 (6)

where 𝑈∞ is the airspeed. 𝐿𝑤 is the gust scale length, and 𝜎𝑤 is the gust 
intensity, both determined by the altitude. One may transform Eq. (5) to 
the time domain and integrate with the input white noise to obtain the 
gust velocity 𝑤𝑔(𝑡). The gust velocity, usually defined in the 𝐺 frame, 
is uniformly applied on the wing surface, modifying the effective local 
angle of attack.

2.3. Linearized aeroelastic and flight dynamic equation

The Taylor’s expansion is conducted on Eq. (2) about an equilibrium 
(ε0, ε̇0, ε̈0, β0, β̇0, ζ0, ζ̇0, 

(
𝐩𝐺
𝐵

)
0, 

(
�̇�𝐺
𝐵

)
0, λ0, λ̇0) and the corresponding 

control input (𝐮0). It leads to a set of linearized equations, given by

�̄�𝐹𝐹Δε̈+ �̄�𝐹𝐵Δβ̇+ �̄�𝐹𝐹Δε̇+ �̄�𝐹𝐵Δβ+ �̄�𝐹𝐹Δε =

𝜕𝐑grav

𝐹

𝜕ζ

||||||0 Δζ+
𝜕𝐑aero

𝐹

𝜕λ

|||||0 Δλ+
𝜕𝐑ctrl

𝐹

𝜕𝐮

||||||0 Δ𝐮+
𝜕𝐑aero

𝐹

𝜕𝐰𝑔

|||||0𝐰𝑔

�̄�𝐵𝐹Δε̈+ �̄�𝐵𝐵Δβ̇+ �̄�𝐵𝐹Δε̇+ �̄�𝐵𝐵Δβ+ �̄�𝐵𝐹Δε =

𝜕𝐑grav

𝐵

𝜕ζ

||||||0 Δζ+
𝜕𝐑aero

𝐵

𝜕λ

|||||0 Δλ+
𝜕𝐑ctrl

𝐵

𝜕𝐮

||||||0 Δ𝐮+
𝜕𝐑aero

𝐵

𝜕𝐰𝑔

|||||0𝐰𝑔

Δζ̇ = − 1
2

𝜕(𝛀ζζ)
𝜕β

|||||0 Δβ− 1
2
𝛀ζ

||0 Δζ
Δ�̇�𝐺

𝐵
=

𝜕(𝐂GB𝐯𝐵)
𝜕ζ

|||||0 Δζ+ [
𝐂GB||0 𝟎

]
Δβ

Δλ̇ = 𝐅1Δλ+
[
𝐅2𝐹 𝐅2𝐵

]{Δε̇
Δβ

}
+
[
𝐅3𝐹 𝐅1𝐵

]{Δε̈
Δβ̇

}
.

(7)

Note that (⋅)|0 means a quantity evaluated at the given nonlinear equi-

librium. With more details shown in the Appendix, Eq. (7) is used to 
form the state-space equation with control input and gust perturbation, 
given by

�̇� =𝐀𝐱 +𝐁𝐮+𝐆𝐰𝑔

𝐲 =𝐂𝐱
(8)

where the state variable is

𝐱𝑇 =
{
Δε𝑇 Δε̇𝑇 Δβ𝑇 Δζ𝑇 Δ

(
𝐩𝐺
𝐵

)𝑇 Δλ𝑇
}
. (9)

Note that the output matrix (𝐂) is defined according to the individual 
problem.

2.4. Linear parameter-varying models

A significant challenge in the vibration control of highly flexible 
aircraft is that the wing deformation is inherently nonlinear under nor-
4

mal operating loads. The large wing deformation can further vary over 
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time when the wing is also excited by a gust perturbation. Therefore, to 
achieve robust suppression against gust disturbances, the controller de-

sign of the gust alleviation of such aircraft cannot be based on a single 
or fixed equilibrium condition. Even though the gain-scheduling control 
can be used for new equilibrium conditions after some time intervals, 
based on which a new control input sequence can be calculated, the 
switching of the controller is usually not smooth, introducing additional 
vibration to the system.

The LPV approach [33] can be used for modeling and designing 
the vibration suppression controller. Ideally, the LPV model should be 
created based on the large wing deformation subject to the gust pertur-

bation while the nominal flight velocity (or freestream velocity 𝑈∞) is 
held constant. However, parameterizing the wing deformation is never 
trivial as it results from the vibration featuring an infinitive number 
of degrees of freedom. In this study, two approaches are considered to 
parameterize the wing deformation.

From the aerodynamic point of view, the gust velocity (in the verti-

cal direction only, as considered in this study) alters the effective local 
angle of attack when applied along the wing span. Therefore, the first 
approach is to use the gust-induced angle of attack (𝛼𝑔 = tan−1(𝑤𝑔∕𝑈∞)) 
as the scheduling parameter to create the LPV models. For simplicity, 
this study only uses the 𝛼𝑔 at the wing root as the single scheduling 
parameter, which can be justified by assuming a uniform gust. Under 
the nominal freestream velocity 𝑈∞, the geometrical nonlinear wing 
deformations ε(𝛼𝑔) can be solved with each prescribed 𝛼𝑔 . Therefore, 
linearized models about each deformation ε(𝛼𝑔) can be established that 
are parameter-dependent on 𝛼𝑔 . Eventually, the LPV model can be cre-

ated by interpolating the linearized models with the varying 𝛼𝑔 . The 
discrete-time LPV reduced-order model (ROM) takes the form of

𝐱(𝑘+ 1) =𝐀𝑑 (𝛼𝑔(𝑘))𝐱(𝑘) +𝐁𝑑 (𝛼𝑔(𝑘))𝐮(𝑘) +𝐆𝑑 (𝛼𝑔(𝑘))𝐰𝑔(𝑘)

𝐲(𝑘) =𝐂𝑑 (𝛼𝑔(𝑘))𝐱(𝑘) ,
(10)

where the system matrices 𝐀𝑑 (𝛼𝑔), 𝐁𝑑 (𝛼𝑔), 𝐆𝑑 (𝛼𝑔), 𝐂𝑑 (𝛼𝑔) are polynomi-

ally dependent on 𝛼𝑔 . For instance, 𝐀𝑑 (𝛼𝑔) = 𝐴0 + 𝐴1𝛼𝑔 + 𝐴2𝛼
2
𝑔
+ ⋯ +

𝐴𝑝𝛼
𝑝
𝑔 . 𝑝 denotes the order of polynomial. The discrete-time matrices are 

derived based on the zero-order hold method of states and scheduling 
parameter from the continuous-time system matrices.

The control design approach is essentially based on the awareness 
of external perturbation. It does involve the possible large wing defor-

mation caused by the gust perturbation. However, such deformation is 
merely based on a simplified steady-state solution, excluding transient 
wing behavior. In addition, one will need to include more parameters 
(i.e., more measurements of gust-induced angle of attack along the wing 
span) to consider the spatial distribution of gust perturbation along the 
wing span, which complicates the construction of LPV models.

A second approach of parameterizing the wing deformation is based 
on the modal magnitudes of linear modes [33]. First, a modal reduction 
approach [49] is taken here, where the reference wing deformation is 
approximated by the combination of linear normal modes, given by

ε =
∞∑
𝑗

𝚽𝑗η𝑗 (11)

where 𝚽 is the vehicle’s linear normal strain mode matrix, and η is the 
corresponding magnitude of the modes. To obtain the normal modes 
in strain, one may use the first two entries of Eq. (7) and perform an 
eigenvalue analysis with the linearized stiffness and inertia matrices. As 
the stiffness matrix in Eq. (7) is singular, one can find six zero eigen-

values corresponding to the free-free rigid-body modes. The remaining 
eigenvalues correspond to the coupled elastic and rigid-body modes. 
The eigenvectors of these coupled modes generally take the form of

𝚽full =
{

𝚽𝐹

𝚽𝐵

}
(12)

where 𝚽𝐹 and 𝚽𝐵 denote the elastic and rigid-body components of 

a mode, respectively. Since the modal approximation in Eq. (11) only 
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Fig. 3. Platform of flexible vehicle. (For interpretation of the colors in the fig-

ure(s), the reader is referred to the web version of this article.)

requires the elastic deformation, the rigid-body components of these 
modes are removed, i.e., 𝚽 =𝚽𝐹 .

Nonetheless, once the modal magnitudes η𝑗 are obtained, one can 
scale one dominant mode (represented by 𝜂) to get different wing de-

formations ε(𝜂) corresponding to the possibles that can be excited by 
an external gust. The next step is to linearize the equation of motion 
based on the wing deformations obtained from the scaled modal mag-

nitudes ε(𝜂). Therefore, linearized models (7) at different deformation 
ε can be represented by the 𝜂-dependent system matrices. After that, 
the LPV model can be easily obtained by interpolating the linearized 
models at varying magnitude vectors. With the modal magnitude as the 
scheduling parameter, the discrete-time LPV model takes the form

𝐱(𝑘+ 1) =𝐀𝑑 (𝜂(𝑘))𝐱(𝑘) +𝐁𝑑 (𝜂(𝑘))𝐮(𝑘) +𝐆𝑑 (𝜂(𝑘))𝐰𝑔(𝑘)

𝐲(𝑘) =𝐂𝑑 (𝜂(𝑘))𝐱(𝑘) ,
(13)

where the system matrices 𝐀𝑑 (𝜂), 𝐁𝑑 (𝜂), 𝐆𝑑 (𝜂), 𝐂𝑑 (𝜂) are polynomially 
dependent on 𝜂. For instance, the magnitude of the first mode 𝜂 is con-

sidered a one-dimensional scheduling parameter to parameterize the 
wing deformation. Therefore, 𝐀𝑑 (𝜂) =𝐴0 +𝐴1𝜂 +𝐴2𝜂

2 +⋯ +𝐴𝑝𝜂
𝑝. 𝑝 de-

notes the order of the polynomial, which can be increased to obtain 
better interpolation accuracy.

This approach is essentially based on the awareness of possible wing 
deformation due to external excitation. It also involves the possible 
large wing deformation caused by the gust perturbation and excludes 
transient wing behavior. Nonetheless, it is possible to represent an accu-

rate wing deformation by considering sufficient modes. In practice, the 
first symmetric and anti-symmetric modes can be included to reason-

ably approximate the wing deformation due to a spatially-distributed 
gust. As the wing deformation can be assumed as a weighted summation 
of selected linear modes, it excludes the possible impact of unmodeled 
modes. Moreover, the mode shapes of the slender wings are calculated 
about the reference deformation, which may change with the wing de-

formation.

In summary, the LPV modeling procedure mainly consists of four 
steps: 1) Grid flexible wing into a finite number of beam elements and 
derive nonlinear dynamic Eq. (2); 2) Linearize the nonlinear model and 
transform to modal coordinate at a series of grid scheduling parame-

ter (𝛼𝑔, 𝜂) to obtain LTI modal full-order models; 3) Align the modes 
to capture the evolution at varying scheduling parameter for model-

reduction by keeping the most significant modes; and 4) Interpolate to a 
polynomial parameter-dependent LPV-ROM, and conduct discrete-time 
conversion by zero-order hold method. More details of LPV modeling 
procedures can be found in [50,33].

2.5. Model predictive control with LPV model

In this paper, the control objective is to alleviate the gust distur-

bance by model predictive control based on the LPV models (13) while 
5

stabilizing rigid-body motions around the equilibrium point. With the 
Aerospace Science and Technology 143 (2023) 108703

Fig. 4. Root loci of reduced-order LPV models of slender wing at different gust-

induced angle of attack.

commercial radar/Lidar sensors [45], the gust perturbation 𝑤𝑔 ahead 
of the aircraft is assumed to be detected in a finite prediction hori-

zon. Therefore, the scheduling parameter (𝛼𝑔 or 𝜂) can be previewed/

calculated in the prediction horizon, and the LPV model will be con-

verted to a sequence of linear time-varying (LTV) models in the predic-

tion horizon. Note that the domain of the scheduling parameter of LPV 
models should cover the possible flight conditions of concern.

For the sake of simplicity, 𝜃 is used to denote the scheduling pa-

rameter 𝛼𝑔 and 𝜂, i.e. 𝜃 =
{
𝛼𝑔, 𝜂

}
, and its domain is written as 𝜃 ∈ Θ. 

At each time step, with the given/previewed 𝑁 -lengthy sequences of 
gust sequence 𝐰𝑔 and scheduling parameter [𝜃(0), 𝜃(1),⋯ , 𝜃(𝑁 − 1)], the 
control sequence 𝐔 = [𝐮(0),𝐮(1),⋯ ,𝐮(𝑁 − 1)] are obtained by solving 
the following optimization problem:

min
𝐔

𝐲𝑇 (𝑁)𝑸𝑓 𝐲(𝑁) +
𝑁−1∑
𝑘=0

(
𝐲𝑇 (𝑘)𝑸𝐲(𝑘) + 𝐮𝑇 (𝑘)𝑹𝐮(𝑘)

)
s.t.

𝐱(𝑘+ 1) =𝐀𝑑 (𝜃(𝑘))𝐱(𝑘) +𝐁𝑑 (𝜃(𝑘))𝐮(𝑘) +𝐆𝑑 (𝜃(𝑘))𝐰𝑔(𝑘)
𝐲(𝑘+ 𝑖) =𝐂𝑑 (𝜃(𝑘))𝐱(𝑘) ,
𝜃 ∈Θ,𝐱(𝑘) ∈ ,

input constraint ∶
𝐮(𝑘) =

[
𝑢1(𝑘),… , 𝑢𝑚(𝑘)

]𝑇
𝐮min ⩽ 𝐮(𝑘) ⩽ 𝐮max,

Δ𝐮min ⩽ 𝐮(𝑘+ 1) − 𝐮(𝑘) ⩽Δ𝐮max,

(14)

Remark 1 (stability and recursive feasibility). To achieve the closed-loop 
stability and recursive feasibility of LPV-MPC, the terminal weight-

ing matrix 𝑸𝑓 and positive invariant set  need to be calculated or 
checked to satisfy stability conditions. Parametric linear matrix inequal-

ities (PLMIs) borrowed from [35,47] are used in this work to find 
terminal cost and set. More methods to calculate robust invariant set 
can also be found in [51] to achieve guaranteed robustness. The de-

tailed proofs of stability and recursive feasibility are omitted here since 
they are established in [35,47]. The weighting matrices and invariant 
set of states are checked or calculated to satisfy the PLMIs, thus achiev-

ing stability and recursive feasibility. The stability is demonstrated in 
the numerical results by the fast convergence to a steady state after the 

gust disturbance disappears.
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Fig. 5. Frequency-domain responses comparisons of ROMs and FOMs at grid angles of attack.

Fig. 6. Sampled gust disturbance and corresponding gust-induced angle of attack.
6

Fig. 7. Control input of flap deflection angles and strains output along the slender wing.
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Fig. 8. Open-loop and closed-loop responses of bending strains on the slender wing.

Fig. 9. Rigid-body velocities and angular velocities responding to the step input of flap.
Fig. 10. Gust disturbance for highly flexible vehicle.

3. Numerical studies

Several studies regarding the gust alleviation of highly flexible air-

craft are performed using the LPV-MPC method and the results are 
7

reported in this section.
Fig. 11. Root loci of LPV-ROM of flexible vehicle at different gust-induced an-

gles of attack.

3.1. Highly flexible wing and aircraft models

As shown in Fig. 3, the highly flexible aircraft in this study is mod-
ified from the one provided in [4]. The physical and geometrical prop-
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Fig. 12. Frequency-domain responses comparisons of ROMs and FOMs at grid angles of attack.
Fig. 13. Inputs of flap and elevator (unit in degree), and thrust (unit in N).

Table 1

Properties of a highly flexible wing.

Quantity Value

Length 16 m

Chord 1 m

Spanwise ref. axis location (from L.E.) 50% of chord

Center of gravity (from L.E.) 50% of chord

Torsional rigidity 1 × 104 Nm2

Flat bending rigidity 2 × 104 Nm2

Chord bending rigidity 4 × 106 Nm2

Mass per unit length 0.75 kg/m

Rotational Inertia per unit length 0.1 kgm

erties of the wing are given in Table 1. All members of the aircraft are 
modeled as slender beams. However, the body and tail members are 
100 times stiffer than the main wing, although they all have the same 
inertial properties. The chord length of the horizontal and vertical tails 
is 0.5 m, while their beam reference lines are defined at a quarter of 
the chord from the leading edge. There is no aerodynamics coupled on 
the body. The main wing is divided into ten elements. Discrete trailing-

edge control surfaces on the main wing are defined from its 60% to 90% 
span, occupying 20% of the chord. Similar surfaces are also defined on 
8

the horizontal tail, from its 25% to the full span. The flaps on the hor-
izontal tail are used as elevators to trim the vehicle for level flight. In 
addition, they are used together with the control surfaces on the main 
wing for gust vibration control.

3.2. Gust alleviation of highly flexible wing

The flexible cantilever wing is placed in a freestream of 𝑈∞ = 20 m/s

at 20,000 m altitude. The outputs of concern are the out-of-plane bend-

ing strains Δε on each beam element, from wing root 𝑦1 to wing tip 𝑦10. 
The control authority used in the vibration control is the flap deflection 
angle.

The LPV-ROM is developed first to carry out the controller design 
and simulation for gust alleviation of such a highly flexible wing. The 
full-order nonlinear aeroelastic system is linearized at grid points of the 
gust-induced angle of attack 𝛼𝑔 ∈ [−10◦, 10◦] with an increment of 0.5◦, 
leading to a series of full-order linearized aeroelastic models (FOM). 
Next, modal cost analysis is performed to obtain the reduced-order LTI 
models by keeping the most significant modes. The dimension of the 
resulting ROM is 12, and the root loci of the ROM are shown in Fig. 4. 
An LPV model can then be interpolated into a 4𝑡ℎ-order polynomial 
LPV model. The frequency-domain comparisons between FOM and LPV-

ROM at grid points of the angle of attack are shown in Fig. 5. It is 
shown that the LPV-ROM captures the dominant dynamic behaviors in 
the frequency range of 0.1–50 rad/s.

The continuous gust disturbance is sampled at 10 Hz, as shown 
in Fig. 6a, which is uniformly applied on the flexible wing to excite 
its vibration. The LPV-MPC is then designed and applied to suppress 
the wing vibration. The scheduling parameter, gust-induced angle of 
attack, is plotted in Fig. 6b. The weighting matrices and parameters 
of the LPV-MPC are selected as follows: the prediction horizon length 
𝑁 = 20, total simulation time steps 𝑁𝑡 = 100, sampling time 𝑇𝑠 = 0.1 s, 
𝑸 = 𝑸𝒇 = 105𝑰10, and 𝑹 = 1, where 𝑸𝑓 is the weighting of terminal 
tracking error, and 𝑸 is the weighting of prediction-horizon tracking 
error. The constraints of control inputs are enabled as 𝐮max = 20◦, 𝐮min =
−20◦, Δ𝐮max = 5◦, Δ𝐮min = −5◦.

The control input and wing bending strain outputs are shown in 
Fig. 7. Fig. 8 shows the comparisons between the open-loop and con-

trolled responses of the out-of-plane bending strain at the wing root 𝑦1
and wing tip 𝑦10, respectively. It can be seen that the LPV-MPC can ef-

fectively suppress the gust-induced vibration. The 𝑙2 norm (energy) of 
un-controlled strains responses are reduced by 91.7% to controlled re-
sponses of 𝑦1 at the wing root, and reduced by 6.28% of 𝑦10 at the wing 
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Fig. 14. Closed-loop responses of bending strains and rigid-body velocities under LPV-MPC, with 𝑦1 at wing root and 𝑦20 at wing tip.

Fig. 15. Comparisons of the closed-loop and open-loop responses.

Fig. 16. Root loci of reduced-order LPV model of flexible vehicle at different 

tip. The reductions of 𝑙2 norms of all bending strains on the main wing 
are 82.9%.

3.3. Gust alleviation of highly flexible aircraft

The vibration suppression coupled with rigid-body motion control 
of the highly flexible aircraft is also investigated using the LPV-MPC 
approach. The coupled aeroelastic and flight dynamic components are 
included in the FOMs. The control input of the flap angle suppressing 
the vibrations will impact the rigid-body motions because of the cou-

pled dynamics. The open-loop responses by a step input of flap angle 
are plotted in Fig. 9, demonstrating the coupled dynamics and the ne-

cessity of including the rigid-body dynamics in the model.

The following control scenario is studied. The aircraft is cruising at 
the velocity of 𝑈∞ = 22 m/s at 20,000 m altitude. It is subject to the 
gust disturbance shown in Fig. 10, which is symmetric and uniformly 
applied on both the wing and tail. The gust is turned off after 12 s. 
The control inputs are flaps on the main wing, elevator on the tail, and 
thrust. The outputs of interest are out-of-plane bending strains of the 
main wings, body longitudinal velocity, vertical velocity, pitch angular 
9

modal magnitudes.
 velocity, body pitch angle, longitudinal position, and vertical position.
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Fig. 17. Frequency responses comparisons of FOM and LPV-ROM at grid points of modal magnitude.
Fig. 18. Modal magnitude of the first mode (scheduling parameter) of flexible 
vehicle.

3.3.1. Gust-induced angle of attack as scheduling parameter

Firstly, the reduced-order LPV model is derived, considering the 
gust-induced angle of attack within the range of 𝛼𝑔 ∈ [−7.5◦, 7.5◦] with 
an increment of 0.5◦. The root loci of the reduced-order model are 
shown in Fig. 11. The order of the reduced-order model is 12. In-

terestingly, the root loci differ from the cantilever wing because the 
rigid-body modes are considered in the full flexible vehicle study. The 
contributions of the modes are changed relative to rigid-body motion.

The reduced-order models are validated and compared with the full-

order system in the time and frequency domains. The frequency domain 
responses at grid angles of attacks are plotted in Fig. 12. It is demon-

strated that the LPV-ROM matches with the FOMs at grid points of the 
angle of attack, and the LPV-ROM can capture the parameter-dependent 
coupled modes of rigid-body and aeroelasticity.

The particular challenges in the LPV-MPC are two-fold. First, the dy-

namic model is time-varying and is parameter-dependent on the angle 
of attack induced by the gust disturbance. In addition, the rigid-body 
dynamics shall be regulated simultaneously with the wing vibration 
suppression because the input of the flap can excite the rigid-body mo-

tion. The LPV-MPC updates the models in the prediction horizon and 
optimizes the control inputs (flap, elevator, and thrust) to stabilize the 
rigid-body motions and suppress the wing vibration.

The LPV-MPC is then designed and simulated with the same schedul-

ing parameter (gust-induced angle of attack). The weighting matrices 
10

are selected as 𝑸 =𝑸𝑓 = 𝑑𝑖𝑎𝑔(108𝑰20, 102𝑰6) and 𝐑 = 𝑰3. The constraints 
of control are specified as |𝑢𝑓𝑙𝑎𝑝| ⩽ 20◦, |𝑢𝑒𝑙𝑒𝑣𝑎𝑡𝑜𝑟| ⩽ 20◦, 0 ⩽ 𝑢𝑡ℎ𝑟𝑢𝑠𝑡 ⩽ 50 N, |Δ𝑢𝑓𝑙𝑎𝑝| ⩽ 5◦, and |Δ𝑢𝑒𝑙𝑒𝑣𝑎𝑡𝑜𝑟| ⩽ 5◦.

The time-domain simulation results are shown in Figs. 13 and 14. 
In the presence of gust disturbance from 0 to 12 s, the LPV-MPC can 
successfully suppress the vibrations on the main wing and maintain per-

turbed rigid-body motions at very small levels simultaneously. When 
the gust disturbance disappears at the end of 12 s, the LPV-MPC can 
rapidly bring the vibrations and perturbed rigid-body motions to a 
steady state. Furthermore, it can be seen that the wing deformation 
(strain) is significantly smaller compared to the cantilever slender wing 
case. The reason is that only one control input of the flap was used for 
the vibration control of the cantilever wing. However, the flexible ve-

hicle has control authority of the main wing flap and the elevator on 
the tail. More degrees of freedom of control provide a much better vi-

bration suppression on the wing. In other words, the control inputs of 
thrust and elevator deflection can also contribute to vibration suppres-

sion, which matches the physical sense.

The corresponding comparisons of the open-loop and closed-loop re-

sponses of rigid-body velocities and bending strain at wing root (𝑦1) are 
shown in Fig. 15. First, the open-loop responses of longitudinal veloc-

ity and strain at the wing root present large oscillation when the gust 
disturbance disappears at 12 s. However, the LPV-MPC can achieve a 
rapid convergence to zero. Besides, the vibrations are suppressed by the 
LPV-MPC with a reduction ratio of 86.3%, compared to the open-loop 
vibrations responses.

3.3.2. Modal magnitude as scheduling parameter

The approach using the modal magnitude as the LPV scheduling 
parameter is then investigated to derive the LPV-ROM and design the 
LPV-MPC to suppress the wing vibration and stabilize the rigid-body 
motions. The root loci of the derived reduced-order LPV model are 
shown in Fig. 16, where the modal magnitude ranges in [−3, 3] with 
an increment of 0.1. The reduced-order model has the order of 10. 
In Fig. 17, the frequency responses of the FOM and LPV-ROM are 
compared at grid points of modal magnitudes, which demonstrate the 
accuracy of the LPV-ROM across the range of scheduling parameter.

Note that since the modal magnitude 𝜂 is the scheduling parameter, 
the predicted magnitude of the first wing bending mode is used to in-

terpolate and determine the models in the prediction horizon, which is 
plotted in Fig. 18. In practice, the modal magnitude can generally be 
derived based on the measurement of strain gauges distributed along 
the wing. The cost functions, weighting functions, and constraints on 

control inputs are the same as in the previous study.
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Fig. 19. Strains and control inputs by LPV-MPC.

Fig. 20. Comparisons of the closed-loop and open-loop responses.
11

Fig. 21. Closed-loop responses of bending strains and rigid-body velocities by LQG control.
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Fig. 22. Control inputs by LQG controller.

The time-domain simulation results are obtained by employing the 
LPV-MPC. The control inputs of the LPV-MPC are plotted in Fig. 19a, 
and the corresponding strains outputs are plotted in Fig. 19b. For com-

parisons between open-loop and closed-loop responses, the longitudinal 
velocity is plotted in Fig. 20a, and the out-of-plane bending strain 
at wing root 𝑦1 is shown in Fig. 20b. The LPV-MPC designed based 
on the LPV-ROM can suppress the wing vibrations on the span and 
limit the rigid-body motions against the gust disturbance. The gust is 
also turned off at 12 s. The LPV-MPC can regulate the bending strains 
and rigid-body velocities to zero. These time-domain responses demon-

strate the performance and robustness of the designed LPV-MPC using 
the modal magnitude as the scheduling parameter. The LPV-MPC can 
achieve 53.7% reduction from open-loop responses from the open-loop 
responses, while maintaining the rigid-body motions within small per-

turbations of 0.5 m/s.

The comparison against a baseline LQG controller is conducted to 
illustrate the excellent performance of the LPV-MPC using modal mag-

nitude. The LQG controller is designed based on a linear reduced-order 
model at fixed modal magnitude 𝜂 = 0, often used in traditional con-

trol methods for small wing deformation. For a fair comparison, the 
LQG weighting matrices 𝑸, 𝑹 are selected same as LPV-MPC. The time-

domain simulation results by LQG control are presented in Figs. 21

and 22. Although the LQG control can also stabilize vibrations and 
rigid-body perturbations, it performs worse than LPV-MPC. First, in the 
presence of gust disturbance, the LQG controller renders larger magni-

tudes of strains on the wing and rigid-body motions. Second, after gust 
disturbance disappears, the LQG controller takes much longer to regu-

late the perturbed rigid-body motions than LPV-MPC. The reason is that 
the LQG controller only uses the small-deformation model rather than 
the parametric models at varying modal magnitudes and previewing 
gust disturbance, which are adopted in the LPV-MPC.

The robustness of LPV-MPC is further investigated against model 
uncertainty. The modal magnitude of the first mode is perturbed with 
an additive uncertainty of 10%, and the simulation results are plotted 
in Figs. 23 and 24. It can be seen that the LPV-MPC can still stabilize 
the rigid-body velocities and suppress the bending strains at low lev-

els. The magnitudes of the strains and rigid-body motions are slightly 
worse than the results without additive uncertainty. This numerical 
study illustrates the robustness capability and further theoretical anal-

ysis and control algorithm development on the robustness capability of 
LPV-MPC is future work.

4. Conclusion

This paper explored the development of methodologies that allow 
for robust vibration control for highly flexible wings and aircraft. While 
the coupled nonlinear aeroelasticity and flight dynamic behavior of 
highly flexible aircraft was governed by a set of nonlinear equations, 
the current method utilized the linearized aeroelastic systems that vary 
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based on selected scheduling parameters, relevant to the gust pertur-
Aerospace Science and Technology 143 (2023) 108703

bation and/or the resulting wing vibration. The model predictive con-

troller was then designed based on the LPV models for aircraft vibration 
control. This study considered two scheduling parameters: the gust-

induced angle of attack and the linear modes’ modal magnitude. The 
current study also focused on simplified cases where the gust pertur-

bation was uniformly applied everywhere on the vehicle or the wing, 
allowing one to use either the gust-induced angle of attack at the wing 
root or the magnitude of the first symmetric bending mode as the 
scheduling parameter. More complicated cases can be considered by 
expanding the scheduling parameters. The developed controllers were 
then applied to the linearized models for the time simulation. The sim-

ulation results showed that the controller designed using the modal 
magnitude performed better in gust suppression.
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Appendix A. Additional equations for state-space formulation

In Eq. (7), the linearized inertia, damping, and stiffness matrices are

�̄�𝐹𝐹 =𝐌𝐹𝐹0
−

𝜕𝐑aero
𝐹

𝜕ε̈

|||||0 , �̄�𝐹𝐵 =𝐌𝐹𝐵0
−
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𝐹

𝜕β̇

|||||0 ,
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−
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|||||0 ,
(A.1)
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and

�̄�𝐹𝐹 =𝐊𝐹𝐹0
−

𝜕𝐑aero
𝐹

𝜕ε

|||||0 , �̄�𝐵𝐹 = −
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𝐵
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respectively. Eq. (7) is further written in the state-space form, given by

�̇� =𝐐−1
1 𝐐2𝐱 +𝐐−1

1 𝐐3𝐮+𝐐−1
1 𝐐4𝐰𝑔

=𝐀𝐱 +𝐁𝐮+𝐆𝐰𝑔

(A.4)

where

𝐐1 =

⎡⎢⎢⎢⎢⎢
𝐈 𝟎 𝟎 𝟎 𝟎 𝟎
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⎤⎥⎥⎥⎥⎥ (A.5)
⎢⎣𝟎 −𝐅3𝐹 −𝐅3𝐵 𝟎 𝟎 𝐈
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Fig. 23. Closed-loop responses of LPV-MPC under model uncertainty.
Fig. 24. Control inputs of LPV-MPC against model uncertainty.
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