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act

ts limit the mechanical properties of structural components and can cause failure. Ultr

imaging has proven to be an inexpensive and powerful approach to characterize defec

s been of interest in the additive manufacturing sector as quality assurance. Reverse-tim

ion, a full wavefield imaging approach, provides increased accuracy over a standard Tot

ing Method. Previously reported Reverse-time Migration implementations locate defec

t direct relationship to material properties. This motivates an improved approach that prio

accuracy in the sizing of defects and reduction in image false-positive amplitudes, denot

facts. This work explores adjoint tomography theory to improve the Reverse-time Migratio

dology. The innovation involves several cross-correlation conditions based upon full wav

nversion elastic model parameters (e.g., longitudinal- and shear-wave speed, density, an

ance). It is denoted adjoint-state-based Reverse-time Migration. Two metal specimens wi

rilled holes were inspected using the aforementioned imaging conditions, denoted as kerne

chmark the approach, the resulting images were evaluated based on (1) an average bac

noise analysis and (2) accurate sizing and location of holes. The Total Focusing Metho

ch is implemented as a benchmark of comparison. The results indicate that the longitud

ve speed kernel has a consistently superior signal-to-noise ratio. In an example applicatio

erically generated ultrasound data, the longitudinal wave speed kernel produced an ima

maximum signal-to-noise ratio of 52.36 dB while the Total Focusing Method generated o

5.65 dB. Practical applications of these findings could be as an in-situ high-accuracy an
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resistant quality assurance technique for additive manufacturing.

rds: Ultrasound Imaging, Reverse-time Migration, Adjoint Tomography Theory,

structive Evaluation

roduction

fect detection is a critical analysis in a wide variety of engineering fields. Routine inspectio

ormed to detect architectural cracks [1]. Parts must be closely inspected for manufacturin

s before use in a load-bearing assembly [2]. Crack growth is prominent in aerospace stru

ue to cyclic loading. Routine observation is often required to determine if componen

eplacement. One function of nondestructive evaluation (NDE) techniques is defect dete

hich allows users to predict how soon their part may need to be replaced. In the aerospa

wings are inspected for crack growth, which informs when to replace parts based on t

ed crack size after cyclical loading in flight [3, 4]. Ultrasound imaging (UI) has become

r NDE approach for defect detection in metals. Common examples are in-situ monitorin

ditive manufacturing and crack detection within aerospace structures [5]. There are ben

selecting UI for NDE applications over alternatives, such as radiography [6]. For exampl

penetrate materials that are opaque to electromagnetic waves. UI is enabled by mode

predicting wave propagation within a region of interest and using ultrasound equipment

nd record ultrasonic waves, which are used to generate an image. The signal processin

ch may generate different information about the material, such as the wave speeds, densit

pedance contrasts. Ultrasound signals must be excited so that waves travel from source

h the inspected domain, and back to receivers. An approach for acquiring ultrasound si

r defect detection is from phased-array transducers, also known as 1-D arrays [7, 8]. Wi

quisition approach, a standard data format is the full matrix capture (FMC). An FMC co

f each individual source excited once while all other elements in the array record. Th

in a three-dimensional (3-D) dataset indexed by the source, receiver, and time coordinate

rresponding author.
rresponding author. Tel.: +001-205-348-6728
ail addresses: jiazehe@gmail.com (Jiaze He), suw@eng.ua.edu (Weihua Su)
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signals are interpreted using UI techniques to characterize defects and differences in m

properties. Ultrasound signals acquired from a physical specimen must be interpreted

e insight into the domain’s characteristics. Synthetic aperture methods are implemented

terize the orientation and size of imaged defects. Using FMC signals, defect locations c

ected using a known background longitudinal wave speed to measure the elapsed time f

to travel from a known source location to all points within an imaging domain and th

o a receiver. If the corresponding FMC signal to that source-receiver pair has a nonze

ude at that measured time, then a scatterer (e.g., a fracture or hole with contrasting physic

ties) is assumed to have been associated with that location. This process is then repeat

h source-receiver pair, and the resulting images are stacked. Depending on which sourc

er combinations are implemented, the method is termed either the Synthetic Aperture Focu

chnique (SAFT) or the Total Focusing Method (TFM) [8, 9, 10, 11, 12]. The main differen

en the two analyses is that TFM considers all possible source-receiver combinations in t

while SAFT only considers specific combinations. This results in TFM theoretically ha

improved signal-to-noise ratio (SNR) [13]. While synthetic aperture methods account f

mena associated with scattering longitudinal waves, standard TFM does not consider com

d wave phenomena such as multiple scattering, a plurality of wave modes, or potential

ex specimen geometry, which can lead to imaging artifacts [14]. For a more robust ima

thod, wave-equation simulators (e.g., finite-element, finite-difference, and spectral-eleme

s) mathematically model physical systems over a time window and allow an improved re

ation of wave phenomena not provided by standard TFM. While this significantly increas

tational expenditure, past work has shown that simulator-based techniques generally im

results from imaging with specific benefits depending on the implementation. For exampl

tudies demonstrate that Reverse-time Migration (RTM) based on numerical solutions of t

ic wave equation (i.e., acoustic RTM) provides improved shape accuracy of reconstruct

s over standard TFM [15, 16, 17, 18]. However, an obstacle faced by acoustic RTM imagin

generation of image artifacts caused by impedance contrasts [19] and a failure to accurate

ent elastic wave modes [20] resulting in degraded SNR of the entire image. Numerous RT

g conditions have been studied to improve the accuracy of defect characterization [21] an

3



Journal Pre-proof

suppre n,

i.e., lo g

defect he

elastic a-

sound ed

backw g

condit ey

part of th

can be a

targete n

imagin ic

model e.,

imped ay

provid M

imagin at

the de le

cross- c-

tivity i M

in an ed

on the d

the int is

bench al

data. ne

for co ed

to kno se

in the th

side-d a:

(1) nu he

steel b t-
Jo
ur

na
l P

re
-p

ro
of

ss artifacts [19, 20]. Prior studies have indicated that the material property distributio

ngitudinal and shear wave speeds and density, is an important factor when accurately sizin

s [22]. The goal of this study is to propose an improved RTM methodology that uses t

adjoint tomography theory (ATT) [23] as the framework for performing RTM-based ultr

imaging (herein referred to as “ARTM"). The algorithmic basis of ARTM uses a modifi

ard reconstruction to compute model parameter deviations from a cross-correlation imagin

ion [23], which are denoted as “sensitivity kernels". In seismology, the kernels are a k

the full waveform inversion (FWI) process, where specific material parameters in the ear

characterized by interpreting seismic data. The kernels are indicative of a difference in

d material parameter. Their evaluation is similar to applying a standard cross-correlatio

g condition in RTM. This methodology results in images based on deviations of elast

parameters such as longitudinal and shear wave speeds, or linear combinations thereof (i.

ance). The benefit of using the ARTM methodology is that specific imaging conditions m

e a superior image given a certain acquisition geometry compared to the standard RT

g condition, as quantified by image SNR and sizing metrics. The rationale for this is th

viations are attributed to the calculated deviations of material parameters instead of a simp

correlation. This elastic ARTM methodology has been used to successfully highlight refle

n the field of seismology [24]; therefore, this work focuses on benchmarking elastic ART

unexplored NDE setting. This study begins by outlining the classical RTM method bas

acoustic wave equation, RTM’s previously reported extensions to the elastic domain, an

egration of ATT with a new RTM methodology (ARTM). Next, the ARTM methodology

marked for defect imaging through numerical tests and practical application to experiment

In each application, a synthetic aperture method (TFM) is also applied to act as a baseli

mparison. To quantify results, the defect sizes are estimated from the images and compar

wn values. In addition, an SNR metric is evaluated to quantify the level of average noi

image. This method is repeated for four studies. Three of them involve a steel block wi

rilled holes of varying sizes. The steel block studies consist of the following ultrasound dat

merically generated based on the transducer and steel block geometry, (2) acquired from t

lock using a phased-array transducer, and (3) the laboratory data from (2) after contamina

4
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data to artificially reduce the SNR. The final study applies ARTM to ultrasound data fro

minum block with holes in the formation “AOS” to demonstrate ARTM’s ability to dete

aracterize defects partially shadowed or located farther from the transducer aperture.

aging Approaches

coustic Reverse-time Migration

“classical” acoustic RTM process can be described in three parts: (1) forward modelin

elds s(xs, x, t) generated by impulsive sources excited at or near the domain boundary

s in time interval t = [0, T ] through a numerical specimen model based on known materi

ties within a defect-free domain x = [x, y], (2) reconstructing a time-reversed adjoint (i

d by †) receiver wavefields r†(xr, x, t), by injecting recorded wavefield data in reverse tim

h receiver location xr, and (3) applying source-receiver wavefield cross-correlation via

ing condition” evaluated at each time step [16, 21, 25]. In the classical acoustic case, forwa

joint wavefields are considered scalar pressure disturbances that are simulated througho

scretized model domain x; however, this approximation necessarily neglects elastic wa

mena. It is standard to use the acoustic wave equation [26] to model wave propagation an

the required components. This may be accomplished by a wave-equation simulator, whi

ely solves the following wave equation for all time t:
(

1
c2(x)

∂2

∂t2 − ∇2
)

P(x, t) = δ(xs − x) f (t), (

δ represents the Kronecker delta, f (t) represents the point-source located at xs, and P(x,

ents the scalar pressure wavefield in the domain x at time t. Forward simulations (i.

[0,T ] s) are used to generate the source wavefields s(xs, x, t) while adjoint runs (i.e., o

, 0] s) are used to model the receiver wavefield data r†(xr, x, t). Depending on the robustne

tor being used, spatially heterogeneous material properties may be allowed. A classic

lation of the imaging condition is a cross-correlation of the acoustic forward source an

everse receiver wavefields output from the wave-equation solver [27]. This is represent

5
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following time integration to generate scalar image IRT M:

IRT M(x) =
∑

xs

∑

xr

∫ T

0
r†(xr, x, t) s(xs, x, t) dt, (

s(xs, x, t) corresponds to the numerically generated forward wavefield, which is based o

ckground (i.e., defect-free) model domain; r†(xr, x, t) is the corresponding time-reversed r

wavefield, which is generated from signals experimentally acquired from a domain wi

ial defects; and the summations over xs and xr respectively represent the superposition f

rces and receivers used in the FMC experimental data acquisition. From here onwar

ctional dependence of forward wavefields is shortened to s(x, t) and adjoint wavefields a

ned to r†(x, t). It shall be understood that the introduced forces in each of these cases a

d at xs and xr, respectively. Evaluating Eq. 2 generates an image IRT M that highlights r

with scattering amplitude (i.e., material property discontinuities) within the model doma

e the forward source and time-reversed receiver wavefields will be in phase at scatter

aries [26, 27]. However, an accurate depiction of the scatterer location with RTM depen

ve speed veracity (i.e., longitudinal wave speed); inaccurate longitudinal wave speed mo

ll cause image misfocusing and mispositioning of detected defects. In the FMC case, t

s is repeated for each source shot and ultrasound data associated with it. The result is

site image representative of the summation expressions in Eq. 2. This helps highlight t

contour that may be only partially illuminated by a single source position [27].

lastic Reverse-time Migration

e adjustment made to the classical acoustic RTM methodology is implementing elastic wa

ation effects (i.e., longitudinal, shear, and surface waves as well as elastic scattering) an

ng some form of an elastic imaging condition. This extension is commonly denoted

RTM (E-RTM) [28]. In acoustic RTM, the waves propagate based on a scalar pressu

lation; however, E-RTM uses a vector displacement or particle velocity formulation [29, 30

ample adaptation of the wave equation from [31] is:

ρ∂2
ttui − ∂ jTi j = fi, (

6
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si(x, t) is the displacement wavefield. Note that wavefield ui in Eq. 3 is expressed in Einste

ation notation where, e.g., an index can be i = [x, y, z]. From Eq. 3, Ti j is the stress tenso

may be derived from strain using a linear isotropic constitutive relationship (i.e., Hooke

etween the 4th-order elastic stiffness ci jkl and strain εkl tensors:

Ti j = ci jklεkl, (

contraction occurs over two tensor indices. To satisfy the free boundary condition, t

n vector must vanish at ∂V:

Ti jn j = 0 on ∂V, (

ni is the unit normal vector to a free surface. The initial conditions on wavefield ui are m

isfying:

ui(x, 0) = 0, and ∂tui(x, 0) = 0. (

, the source fi is represented in terms of a moment tensor M:

fi = Mi j∂ jδ(x − xs) f (t), (

δ is the Dirac delta function, and f (t) is the source-time function (STF). In seismology,

-couple source term may be used, which applies both a point force and moment tensor at x

er, in this ultrasound NDE study, only a vertically oriented point source term is considere

ng Eq. 7 may be simplified to

fi =



fx

fy

fz


=



0

0

δ(x − xs) f (t)


. (

n the acoustic scenario discussed above, the elastic wave-equation allows one to forwa

vector source wavefields si(x, t) as well as the time-reversed adjoint vector receiver wav

r†i (x, t). Again, E-RTM can be applied to more general heterogeneous anisotropic medi

er, this work specifically targets homogeneous isotropic model domains. Because of ve

placement wavefield orientations, the classical acoustic cross-correlation imaging conditio
7
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to be modified to handle the vector forward source si(x, t) and time-reversed adjoint receiv

wavefields. Numerous elastic imaging conditions have been proposed. Some impleme

consider the scalar representation of the displacement [30] while others apply a modifi

correlation imaging condition to support vector displacements [29]. Finally, image the e

patially and temporally coincident in the source and time-reversed receiver wavefields [32

er, a consistent feature of these E-RTM imaging conditions is that they do not conne

served imaged features with the underlying model parameter perturbations that give rise

served wavefield scattering. ATT aims to fill this gap by connecting the E-RTM imagin

ions to model parameter perturbations.

djoint Tomography Theory

hile ATT is relatively unknown for NDE, it has been extensively explored within the sei

y community [23, 24, 33, 34]. An aspect of ATT, the sensitivity kernels, has been explor

ging conditions for a migration process, highlighting specific material property differenc

some cases, suppressing artifacts [24, 34]. This study does not aim to provide a compr

e explanation of the theory behind ATT, given that it has been previously reported in sever

logy papers [e.g., 24, 33]; however, the process to derive the sensitivity kernels and the

ness in NDE is outlined below. To understand the implementation of ATT, it must be a

ed from an FWI perspective [33, 31]. To start, the agreement of wavefields at recordin

ns xr must be measured, where dM
i = si(x, t)|x=xr are the numerically modeled source wav

sampled at x = xr while di = di(xr, t) are those recorded experimentally. The least-squar

is used as a measure of fitness

χ =
1
2

∑

xr

∫ T

0

(
dM

i − di

)2
dt. (

inimization of the action is achieved by reducing the misfit in Eq. 9 while satisfying Eq. 3

χ =
1
2

∑

xr

∫ T

0

((
dM

i − di

)2
dt −

∫

V
λi(ρ∂2

ttsi − ∂ jTi j − fi) d3xi

)
dt, (1

λi(x, t) is the Lagrange multiplier. Following [31], the variation of the action is taken after

gebraic adjustments to Eq. 10. The first is implementing the isotropic constitutive relatio

q. 4 to uncover the elastic tensor. Here, the variation is represented by the symbol δ next
8
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ical field (e.g., δsi(x, t)), and should not be confused when it is implemented as the Dir

pplied to a physical coordinate (i.e., δ(x−xr)). After, several terms are integrated, involvin

and temporal derivatives of both si and δsi by parts. In addition, the boundary conditio

and initial conditions, Eq. 6, are also perturbed. The result of this is a modified version

as

δχ1 =
(
dM

i − di

)
δ(x − xr)δsi, (1

δχ2 = δρλi∂
2
ttsi + (∂iλ j)δci jkl(∂ksl) − λiδ fi), (1

δχ3 = −
[
ρ∂2

ttλi − ∂ j(ci jkl∂kλl)
]
δsi, (1

δχ4 = −nici jkl(∂ jλk)δsl, (1

δχ5 = −ρ [λi∂tδsi − (∂tλi)δsi] , (1

δχ =
1
2

∑

xr

∫

V

[∫ T

0
(δχ1 + δχ2 + δχ3 + δχ4) dt +

[
δχ5

]
T

]
dx3

i , (1

the notation [·]T indicates that the bracketed function is evaluated at the end time T . Fo

[31], if the variation in model parameters is disregarded (i.e., δρ = δci jkl = δ fi = 0), t

on of action is stationary in Eq. 16 with respect to perturbations in displacement ∂si as lon

Lagrange multiplier λi(x, t) satisfies

ρ∂2
ttλi − ∂ j(ci jkl∂kλl) =

∑

xr

(
dM

i − di

)
δ(x − xr). (1

her terms in Eq. 16 are the boundary condition (Eq. 14)

δχ4 = 0 on ∂V, (1

d of time conditions (Eq. 15)

λi(x, T ) = 0 and ∂tλi(x, T ) = 0, (1

allows Eq. 16 to be further simplified to

δχ = −
∫ T

0

∫

V

[
δρ λi∂

2
ttsi + (∂iλ j) δci jkl (∂ksl) − λiδ fi

]
d3xidt, (2

9
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is a direct relationship between the perturbed model parameters and the changes in the mis

n as well as the numerically modeled forward wavefields si, which are evaluated by a wa

on simulator, and the Lagrange multiplier as a wavefield λi.

Adjoint Wavefields and Sources

e adjoint wavefield is defined as

r†i (x, t) ≡ λi(x, T − t). (2

parent that r†i is the time-reversed version of the Lagrange wavefield. Replacing λi with r

lowing equations are redefined

ρ∂2
ttr
†
i − ∂ jT

†
i j =

∑

r

(
dM

i (xr, T − t) − di(xr, T − t)
)
δ(x − xr), (2

T †i j is the adjoint stress. It is related to the adjoint wavefield by

T †i j = ci jkl∂ks†l . (2

joint wave equation, Eq. 22, is subjected to the free-surface boundary condition

n jT
†
i j = 0 on ∂V, (2

l as the initial conditions

r†i (x, 0) = 0 and ∂tr
†
i (x, 0) = 0. (2

pparent that the forward wavefield si and adjoint wavefield r†i are governed by the sam

equation with an exception. While si is influenced by the source term fi, r†i is influenc

time-reversed differences (i.e., "residuals") between the forward modeled wavefields an

mental signals in Eq. 22, which are the adjoint sources

f †i =
(
dM

i (xr, T − t) − di(xr, T − t)
)
δ(x − xr). (2

et al. [31] discussed that post-processing usually occurs when forming adjoint source

ill also be the case in the ARTM framework. The post-processing implemented to form t

t sources will be discussed later within Section 3.6.
10
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Sensitivity Kernels

ntinuing with [33], Eq. 20 is further refined using the adjoint wavefield definition and t

ing substitutions δlnρ = δρ/ρ and δlnci jkl = δci jkl/ci jkl (interpreted element-by-element)

δχ =

∫

V

[(
δ ln ρKρ + δ ln ci jkl Ki jkl

)
+

∫ T

0
r†i δ fi dt

]
d3xi. (2

o new terms, scalar Kρ and tensor Ki jkl, are the finite-frequency sensitivity kernels wi

t to density and the 4th-order stiffness tensor. The deviation in the source is not of intere

this particular study, although it is a key component of the FWI process. For this stud

e perturbation of material properties will be considered [33]

δχ =

∫

V

[
δ ln ρKρ + δ ln ci jkl Ki jkl

]
d3xi. (2

kernels are assembled from the forward and adjoint wavefield terms as well as the deviatio

δρ and δci jkl model parameters, i.e.,

Kρ(x) = −ρ
∫ T

0
r†i ∂

2
ttsi dt, (2

Ki jkl(x) = −
∫ T

0
∂ir
†
j ∂ksl dt. (3

o kernels are analogous to imaging conditions for RTM, as they involve a cross-correlatio

rward wavefield and a corresponding time-reversed adjoint wavefield to locate a deviatio

erial parameters. In this paper, Kρ is implemented during each study, and Ki jkl is furth

and not implemented in tensorial form. To modify Ki jkl, an isotropic material assumptio

e based on the following constitutive relationship

ci jkl = (κ − 2µ/3) δi jδkl + µ(δkδ jl + δilδ jk), (3

κ and µ are the bulk and shear modulus, respectively. This expression is first used to repla

sorial sensitivity kernel Ki jkl in Eq. 28 with two scalar sensitivity kernels for κ and µ, Kκ

and Kµ = Kµ(x), respectively

δχ =

∫

V

[
Kρ δln ρ + Kµ δln µ + Kκ δln κ

]
d3xi, (3

11
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the model parameter substitution, δln κ = δκ/κ and δln µ = δµ/µ, are given by

Kκ = −κ
∫ T

0
∂iδr

†
i ∂ js j dt, (3

Kµ = −2µ
∫ T

0
D†i j Di j dt, (3

Di j =
1
2

[∂is j + ∂ jsi] −
δi j

3
∂ksk, (3

D†i j =
1
2

[∂iδr
†
j + ∂ jδr

†
i ] − δi j

3
∂kδr

†
k , (3

traceless strain deviator and its corresponding adjoint, respectively, and δi j is the Kroneck

unction [24]. Weighted combinations of Eqs. 33 and 34 lead to expressions for longitudin

shear Vs wave speed kernels

KVp = 2 (1 + 4µ/3κ) Kκ, (3

KVs = 2
(
Kµ − (4µ/3κ)Kκ

)
. (3

two kernels with respect to wave speed are a map of the wave speed variation in a domain

t. For NDE purposes, it will highlight regions that deviate with respect to each paramete

, to encapsulate the effects of all variations in a model, an alternative density kernel K′ρ [2

computed by

K′ρ = Kρ + Kκ + Kµ. (3

rnel is also named the impedance kernel [24] due to its equivalence with longitudinal- an

wave impedance. The impedance kernel provided the optimal image due to the canceling

cale artifacts from individual kernels used in its evaluation [24].

om a theoretical perspective, the difference between each of these images is the specifi

al property deviation they represent. For FWI implementations, specific kernels are impl

d to iteratively refine an estimate of a specific parameter. When implemented in an ART

e, they only characterize the deviation, as the exact material properties are not required f

12
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and location. In prior geophysics-based ARTM implementations, the purpose was dete

the locations and borders of reflectors in the Earth [23]. This is similar to NDE goa

ining locations of scatterers in a structure with known material properties.

otal Focusing Method

is study uses a standard TFM [10] as a baseline to compare with ARTM regarding defe

g in the steel specimen. Both methodologies consider all source-receiver combinatio

the FMC, which leads to relevant comparisons. Previous studies demonstrate that classic

ic RTM has advantages in accuracy and shape reconstruction over standard TFM [1, 17, 35

FM algorithm uses signals for each source-receiver pair in an FMC, where Ns and Nr a

al number of sources and receivers, respectively. The imaging domain may be represent

components of pixel locations x = [x, z] forming a two-dimensional (2-D) image IT FM(x

al image positions of a particular source in the FMC may be represented as the points

for a particular receiver may be represented as xr. The distance from the source xs to a

within the 2-D imaging domain x may be represented by a 2-D matrix D∫ (xs, x) the sam

the final image. Likewise, for a receiver xr this distance to all pixels in the image x m

resented by D∇(x, xr). These tables were evaluated using Eq. 40 in terms of the Euclide

ce metric, ||p|| = √pi pi :

D∫ (xs, x) = ||xs − x|| and D∇ (x, xr) = ||x − xr||. (4

divided by the longitudinal wave speed, these distances represent the elapsed two-way trav

(xs, x, xr) for a longitudinal wave to travel from source xs to a scatterer within x and ba

iver xr

T (xs, x, xr) =
D∫ (xs, x) +D∇ (x, xr)

Vp
, (4

Vp is a homogeneous background longitudinal wave speed. Eq. 41 effectively models a 2-

filled with travel times from xs to each pixel and back xr. The 3-D data cube of signa

corresponding source and receiver data volume for an FMC is referred to as S(xs, xr,T
ch pixel in the domain, the signals may be referenced, assigning a magnitude to each pix

13
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on T . Repeating this action across all source and receiver combinations for the domain

tes a 2-D image IT FM(x),

IT FM (x) =
∑

xs

∑

xr

S (xs, xr, t)

∣∣∣∣∣∣∣
t=T (xs,x,xr)

, (4

the double summation of xs and xr is over all FMC source and receiver positions.

thodology

e ARTM process is applied to three different domains to benchmark the algorithm’s perfo

: (1) numerically generated signals from a synthetic model of the steel block with hole

perimental signals obtained from the real steel block with holes, and (3) experimental si

btained from the aluminum block with holes. This section introduces the specimens bein

ned, describes the data acquisition parameters, and outlines key computational details.

ata Acquisition and Specimen Description

o specimens were examined in this study. The first specimen is a steel block with multip

rilled holes that decrease in size, presented in Fig. 1a. Applying ARTM-enabled ultrasoun

to this specimen allows an analysis of algorithmic performance to identify defect sizin

sition. The second specimen is shown in Fig. 1b. It contains side-drilled holes in t

tion of “AOS”. The ARTM-based NDE of this specimen allows an analysis of the algorithm

mance in sizing holes further from the transducer aperture and partially occluded from t

e. The geometries and estimated material properties of the two specimens are outlin

lar format. Regarding the steel block, the dimensions are outlined in Table 1 while t

eometries and positions are described within Table 2. These geometries were obtain

asuring the specimen with calipers, which allowed the hole positions and diameters to

terized within ± 0.1 mm. For the aluminum block, the geometry is outlined in Table 1. T

um block’s whole domain is not of interest in this application. The holes that are bein

ned are known to be within a 100 mm × 60 mm region underneath the transducer. The ho

ns can be correlated using the image presented in Fig. 2b. Their approximate size is al

ted to be 1 mm in diameter. When compared to the estimated wavelength in Table 1, t
14
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are approximately λs in size. The estimated longitudinal wave speed (Vp) and shear wa

(Vs) for the aluminum and steel blocks are evaluated using the following equations

Vp =

√
E(1 − ν)

ρ(1 + ν)(1 − 2ν)
and Vs =

√
E

2ρ(1 + ν)
, (4

e material properties presented in and presented in Table 1 [36]. The ultrasound da

ition was performed at Advanced OEM Solutions (AOS) using the Pioneer 128/128 FM

(a) Steel Specimen (b) Aluminum Specimen

Figure 1: (a) Steel block with decreasing hole size. (b) Aluminum Block with “AOS" hole pattern.

Table 1: Specimen dimensions and assumed physical properties.

Specimen inspected Steel Aluminum

Length (mm) 154.8 300.0

Width (mm) 31.8 20.0

Height (mm) 31.8 300.0

E (GPa) 205 68.9

ν 0.29 0.33

ρ (Mg m−3) 7.85 2.7

Vp (km s−1) 5.89 6.15

Vs (km s−1) 3.20 3.10

λl (mm) 1.18 2.05

λs (mm) 0.64 1.03

15
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Table 2: Steel Block Hole Dimensions and Positions

number: 1 2 3 4 5

nce from left side to center (mm) 45.6 61.9 74.3 85.8 96.5 106.

nce from surface to hole edge (mm) 13.3 14.3 14.9 15.3 15.5 15.

diameter (mm) 5.2 3.2 2.0 1.2 0.8 0.

diameter in wavelengths 8.13λs 5.00λs 3.13λs 1.89λs 1.25λs 0.63λ

Table 3: Linear phased-array transducer properties

Specimen inspected Steel Aluminum

Number of elements 128 128

Pitch (mm) 0.6 0.8

Aperture (mm) 72.6 102.4

Frequency (MHz) 5 3

Sampling rate (MHz) 50.0 50.0

Time step length (ns) 20 20

Total time steps 1500 1500

Acquisition time (µs) 30.0 30.0

T Instrument. Both specimens had ultrasound signals acquired from their domain with li

ased-array transducers. The transducer is in contact with the top surface of the specimen

icted in Fig. 2a and Fig. 2b. Note that the aluminum block dataset (Fig. 2b) contains tw

elements that are neglected in ARTM and TFM applications. Ultrasound couplant is plac

en the surface of the block and the transducer. The transducers each operate under the form

FMC in reflective mode, producing a table of signals equivalent to a 128×128×1500 da

The first dimension is associated with each source excitation, while the second correspon

h receiver, and the third is time. This expression is equivalent to the dz(xr, t) mentioned

n 2.3.1. Since the transducers were placed by hand in contact with the surface, the repeat

of generating this exact dataset is not guaranteed; however, if the transducers were plac

16
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(c) Normalized Shot 12 from Steel Block (d) Normalized Shot 30 from Aluminum Block

2: Data acquisition for steel (a) and aluminum (b) blocks. Shots in the FMC for steel (c) and aluminum (

.

same region as during this study, the same defects would be presented in the final imag

er precision is required, such transducers can also be implemented using mechanical arm

can provide improved accuracy for source placement if an application requires it. A lar

r of sources induces a large computational burden on ARTM, as forward and adjoint sim

are required for each source excitation. If the number of transducers were to be lowere

thors predict that the quality of the method would falter similarly to that of TFM. To lim

ope of this study, the number of transducers in the acquisition remains constant. A futu

could benchmark the method with TFM for imaging with fewer transducers.

olver Environment

e ARTM process incorporated the open-source spectral-element solver SPECFEM2D [3

ublished under the GPL3 license, and the Python framework SeisFlows. The framewor

17
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ned in tandem to generate forward wavefields si(x, t), adjoint wavefields r†i (x, t), and kerne

p , KVs , and K′ρ.

Overview of SPECFEM2D

ECFEM2D serves as the wave-equation solver to generate (1) forward wavefields, (2) wav

and (3) kernels for density, longitudinal and shear wave speeds, and impedance with Eq. 2

, and Eq. 39. With several kernels, they may be evaluated to determine which produces t

age for NDE of side-drilled holes with the best SNR. SPECFEM2D is a spectral-eleme

based on the Galerkin approach. It is widely implemented within seismology studies y

en significantly less exploration within the NDE community. It is compatible with parall

ting and graphical processing units (GPUs) and can even model coupled acoustic-elastic d

. When modeling wave propagation in SPECFEM2D, two conditions are maintained. Fir

oarseness is dictated by the number of points per wavelength, which is advised to be great

.5 for longitudinal wavelengths (i.e., λl) in acoustic material and 4.5 per shear waveleng

s) in elastic material. These mesh density criteria are advised by the SPECFEM2D manua

a mesh density of less than the suggested values will result in inaccuracies in the wavefie

ations, while using more will result in very good accuracy and will take longer to compu

elds. From [38], it is concluded from their study of the elastic spectral element metho

5 points per wavelength are required to limit the effects of numerical dispersion. An aspe

e is that each spectral element has four associated Gauss-Lobatto-Legendre (GLL) poin

nal images and wavefields generated by SPECFEM2D have 4x the number of pixels in ea

on when four GLL points are implemented [31]. Another requirement that should be consi

the Nyquist sampling theorem, which states that to accurately reconstruct the solutions

vefield in a domain, the grid sizing is at most double the desired resolution in each directio

ill be reiterated when discussing the mesh sizes for each study. A Courant–Friedrichs–Lew

stability condition is recommended to be kept below 0.5 and must remain below 1.0, lim

allowable simulation time step size. The 2-D Courant number, C, is evaluated as

C = dt Vp

(
1

dx
+

1
dz

)
< 0.5, (4

18



Journal Pre-proof

where or

the ov u-

dinal w to

the us o-

mogen s.

SPEC n

may b

3.2.2.

Be i-

multan th

SPEC s

invers es

of SPE he

FWI m ot

a full y

could s.

3.3. M

SP i†
(x, t), 2.

The m y,

three d s,

and a t-

lines t er

packag al

charac sh

size is ft,

right, ].
Jo
ur

na
l P

re
-p

ro
of

dx and dz are the element sizes in X and Z respectively and dt is the time step length. F

erall simulation stability, Eq. 44 is evaluated at the minimum grid size and largest longit

ave speed. These criteria are automatically calculated within the solver and displayed

er. SPECFEM2D is capable of simulating wave propagation in both heterogeneous and h

eous backgrounds; however, in this study, the background is assumed to be homogeneou

FEM2D currently supports both isotropic and anisotropic wave modeling; more informatio

e found within [31].

Overview of SeisFlows

cause 128 source excitations occur in each case, a framework was implemented to s

eously perform wavefield simulations for individual sources, as manually interacting wi

FEM2D for each source excitation would be cumbersome. The Python-based SeisFlow

ion framework [39, 40] was implemented to accomplish this by launching several instanc

CFEM2D in a parallel MPI format. Normally, SeisFlows is implemented to carry out t

ethodology, which involves the evaluation of the sensitivity kernels. Because ARTM is n

waveform inversion method, it is stopped after the first kernel evaluation. A future stud

potentially explore the use of the SeisFlows FWI framework to iteratively improve image

esh and Simulation Parameters

ECFEM2D was implemented to generate both forward and adjoint wavefields, si(x, t) andr

required for generating ARTM images using the kernel equations outlined in Section 2.3.

esh sizes are compliant with the number of points per wavelength restrictions. In this stud

ifferent simulations were devised, two for defect-free models of steel and aluminum block

final one for the defect-containing steel block for numerical data generation. Table 4 ou

he parameters for each simulation. For the steel and aluminum blocks, the internal mesh

ed with SPECFEM2D was used to build the mesh out of rectangular elements with materi

teristics consistent with the wave speed and density estimates outlined in Table 1. The me

slightly larger in length than the scanning region. This is because three elements on the le

and bottom of the domains are designated as the perfectly matched layer (PML) [41, 42
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Table 4: Simulation and mesh parameters.

Simulation Steel Defected Steel Aluminum

Length, X (mm) 80.0 154.8 110.0

Height, Z (mm) 31.8 31.8 60.0

Elements in X 400 − 300

Elements in Z 160 − 180

Element size (X) (mm) 0.200 − 0.366

Element size (Z) (mm) 0.199 − 0.333

Points per λs 4.795 4.67 5.06

dt (nm) 2.5 0.48 4.0

NT 6000 31250 7500

T (µs) 15 15 30

Courant Number 0.43 0.49 0.43

bing boundary conditions are implemented because the true edge of the domain is often si

tly further than the edges described in the simulation and ultrasound signal. PML allow

ction in mesh size and improved computational efficiency. The sizing of the elements

main is constrained by two aspects: (1) the Nyquist spatial frequency and (2) the suggest

ints per λs. The pixel sizes must be small enough to detect a defect of size n. The Nyqu

m requires that the element size should be no greater than n/2. The smallest defect si

the steel block is a 0.4 mm diameter circle, meaning that the size of elements in the ste

model should be at most 0.2 mm × 0.2 mm. As indicated in Table 4, the size of the eleme

s this requirement for the steel block model. Specifically, the size of an element in both

is less than or equal to 0.2 mm. In addition, the number of points per λs must be greater th

is information is presented when the model is implemented in SPECFEM2D. As indicat

le 4, this requirement is satisfied for the steel block model. The model used in the aluminu

study must also satisfy the element sizing requirements. The defect size in the aluminu

is 1.0 mm diameter, meaning the mesh must have a resolution of at most 0.5 mm × 0.5 mm
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ing to Table 4 reveals that the resolution requirements are satisfied, as the size of an eleme

6 mm by 0.333 mm. In Table 4, the requirement of 4.5 point per λs is satisfied based upo

lue presented in SPECFEM2D when modeling the aluminum block. Regarding the nume

fected model, it would be cumbersome to define regions where the circular holes wou

ng SPECFEM2D’s internal mesher interface. Instead, an external program was utilized

te the mesh.

umerical Data Acquisition of Steel Block

ECFEM2D allows the usage of an externally generated mesh in its framework, which

udy is from Gmsh. This mesh satisfies the hole geometries described in Table 2. T

al properties for steel are kept consistent with the estimated properties outlined in Table

cquisition geometry is tailored to match the experimental data acquisition. Sources an

ers are inserted into the top of the domain representing an FMC in the domain that mimi

perties of the 5 MHz transducer shown in Table 3 as well as the location shown in Fig. 2

sult is the model depicted in Fig. 3. The STF used when simulating wave propagation is

mat of a 5 MHz center frequency Ricker wavelet; this matches the source frequency of t

al transducer and creates a small few peaks in the numerically generated signals. Anoth

nce between the numerically modeled and the experimental ultrasound data is the numb

e steps NT and the sampling rate fs, depicted in Table 4. The reason why this numeric

requires a much finer temporal sampling scheme is to satisfy the CFL stability criterio

nts surrounding the smallest hole (shown in Fig. 3) are very small, impacting the Coura

r. With these properties, signals equivalent to a 128×128×31250 data cube are generated

r, t) representing ultrasound signals obtained from the steel block.

age Quality Analysis

age quality will be determined by examining the hole sizes and locations in the ARTM- an

generated images in comparison to the known values. Characterizing hole edges is requir

mate an accurate hole size, and in certain cases where the background noise is too hig

be too difficult to discern the defect characteristics. In this study, the defect sizes will
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Figure 3: Externally generated mesh in Gmsh application

ined with the assistance of an SNR metric using the following whole-image expression [4

SNR = 20 log10

( |I|max

|I|Mean

)
, (4

|I|max represents the peak signal of a defect, and |I|Mean represents the mean noise val

the image, found by taking the mean value of the signals within the image without t

defects. For the steel block, the noise is derived from the region between z = [−8, 8] m

the image, while for the aluminum block images, the analysis will consider the full ima

t defects. For analysis of holes in the steel block, the local region near the expected defe

e presented, ranging from 8 mm × 8 mm to 4mm × 4mm centered on the expected defe

n with the region becoming smaller for the smallest holes. For each imaging method, t

ill be determined first, as well as the SNR for each of the holes in the steel block. Whe

R of the hole does not exceed 20dB, the conclusion is that it is not possible to accurate

ine the defect size because the noise and signal levels in the region near the defect a

ilar. For images with holes exhibiting an SNR of at least 20dB, a size will be estimat
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hmically. This is accomplished by establishing the defect’s left, right, bottom, and to

This is detecting the left, bottom, right, and top pixels that satisfy an SNR that is at lea

f the maximum SNR for that particular hole. After these pixels are determined, four “edge

awn around where the estimated defect location is, and their lengths are considered t

and height of the defect. The distance from the topmost edge to the surface of the blo

sidered the “depth" of the detected defect. For the aluminum block, only the estimat

known for the defects. Considering that the steel block provides a more rigorous test f

tely determining defect sizes, the aluminum block will only be analyzed by the SNR metr

entire image.

ltrasound Signal Processing

fore the ultrasound data are used in the imaging methodologies, the adjoint sources f †i mu

e evaluated for each source-receiver combination in the FMC for all time. Ideally, f †i m

luated by implementing Eq. 26; further, this is an imperfect process in reality. An aspect

t-source evaluation is that these data conditions operations consisting of filtering and wi

g are usually applied [31]. In this application, a filtering scheme is implemented to remo

irect arrivals" from the dataset. Because these direct arrivals near the phased-array apertu

nificantly higher in magnitude than the reflected waves from defects, they will cause lar

ts within ARTM images near the phased-array aperture. This heavily incentivizes the u

ring techniques to remove the direct arrivals before generating adjoint wavefields using

equation simulator, e.g., SPECFEM2D. To ensure a valid comparison, the filtered data a

plemented in the TFM algorithm for consistency.

Ultrasound Signal Processing: Numerical Steel

trasound signals are obtained from the defect-free model described in Table 4 while defec

ning signals are obtained using the externally generated mesh in Fig. 3. The data siz

en these two must be consistent for the adjoint source to be calculated. To allow this, t

28×31250 data cube described in Section 3.4 is subsampled to a dt of 2.5 ns from 0.48

ng in a 128×128×6000 data volume. An example evaluation for source 12 in the 5 MH

-array is presented in Fig. 4 with the location is approximately shown in Fig. 5. A dire
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ction between Fig. 4a and Fig. 4b results in Fig. 4c. However, due to the different me

tions and dt size, direct arrival residuals are left. This can be removed through linear mov

MO) filtering because the direct arrivals propagate away from the source location as a line

The result after filtering is presented in Fig. 4d. The LMO filtering process is repeated f

ource in the phased array. A final processing step is a time-zero correction that advanc

ta forward by 0.2 µs. The intent is to better align the source waveform with the distan

ation, allowing TFM to place more of the energy directly on the edge of the defect inste

aying below it. To determine imaging accuracy, omitting this step would result in TF

ing an image with defects deeper than they are in the model.

4: Space-time Signals for Source 12 in Numerical 5 MHz phased-array from (a) Defect-free and (b) Defe

ing Models. (c) The adjoint source evaluated from (a) and (b). (d) The filtered adjoint source.

Ultrasound Signal Processing: Experimental Steel

r cases with experimental data, the the adjoint sources are formed using ultrasound da

ted from the phased-arrays. In the numerical case, direct implementation of Eq. 26 witho
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g would leave high-amplitude direct arrivals that would cause large image artifacts if n

sed. In addition, a linear move-out correction would not remove the direct waves present

. 6a for source 64 in the experimental dataset from the 5 MHz phased-array. The exa

ude units for this data provided by AOS are unknown, so the data are normalized prior

g and implementation. Processing steps for these data include applying time-gating an

ncy-wavenumber filtering algorithms to reduce the presence of direct arrivals in the imag

presents the ultrasound data within the frequency-wavenumber domain (only showing po

equencies). The regions underneath the black dashed lines are the coherent noise remov

the filtering process. Fig. 6c shows ultrasound data presented in Fig. 6a with a time-gatin

and Fig. 6d shows the fully filtered signals after filtering of direct arrivals. The trade-o

approach is that it removes some useful signals that may be within the similar frequenc

umber threshold, which can be observed by comparing Fig. 6b and Fig. 6d. Howeve

portion of the reflected signal from defects is preserved. A final change to the adjoi

s before implementation in ARTM is aligning it with the STF implemented in the forwa

. This involves shifting the dataset forward by 0.03µs. Similarly, the TFM will have

shifted forwards by 0.52 µs. One final notable aspect is that the original dataset is 30

nd is time-gated down to 15 µs, which is shortly after the back wall reflection.

Ultrasound Signal Processing: “Noisy” Experimental Steel

e third case study involves taking the previously filtered data in Section 3.6.2 and artificial

ng the signal SNR by increasing the root mean squared amplitude of the Gaussian noi

25



Journal Pre-proof

Figure b)

frequen ed

adjoint

added

6)

where n

from t th

an S N g

MATL d.

Since at

particu is

calcul st.

Fig. 7 d
Jo
ur

na
l P

re
-p

ro
of

6: Example filtering of 5 MHz ultrasound data for source 64. (a) Unfiltered time-domain signals and (

cy-wavenumber signals and filtering zone. (c) The time-domain signals with time gating. (d) The fully filter

source.

to the data. The SNR of a dataset is also evaluated using a modified version of Eq. 45

SNR = 20 log10

( |di|max

|di|Mean

)
. (4

|di|max is the maximum signal in the data, which in this case is treated as the reflectio

he largest hole, and |di|Mean is the average noise. The goal is to generate a dataset wi

R < 20 dB. This is accomplished by adding random noise to the entire dataset usin

AB’s “randn” function, omitting the region in the data where the initial zero filter is applie

the units of the signal are known, it is first normalized to the largest magnitude in th

lar shot, which will be from the back wall. Notably, the maximum signal taken from th

ation is from the largest hole rather than the back wall, as that is a signal that is of intere

shows different elements from the noise addition process. Fig. 7a presents the filtered an
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lized ultrasound data from Section 3.6.2 for source 1. Fig. 7b shows the random noi

to Fig. 7a to produce Fig. 7c, which is the noised data. Here, Fig. 7b is normalized by t

tude of the backwall reflection in the same image. Within Fig. 7c, the back wall reflection

3µs while the first hole reflection at ≈ 5.0µs is barely visible. Fig. 7d presents the extract

gnal from receiver 18 in Fig. 7c. This process is repeated for every shot in the FMC, resultin

7: Noise addition process for “noisy” steel dataset: (a) filtered normalized ultrasound data from source 1, (

e noise added to each source, (c) example “noisy” space-time signals for source 1, and d) example “noisy” 1

or source 1 receiver 18 combination.

different slices of “noisy” ultrasound data. The SNR of the dataset is approximate, as t

ckground noise is not discernible since perfectly removing the signal from the dataset wou

ossible. An approximation of the background noise may be made by examining the avera
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te noise and the maximum signal in the image (i.e., dmax in Fig. 7a), not counting the ba

eflection. This reflected signal is from the largest hole, which is ≈ 0.3 the magnitude

ckwall signal. The average unit-normalized absolute noise added to the signal lies betwe

−0.088]; if this average is considered dMean, then the signal SNR implemented in this stud

be approximately 10.7 dB as evaluated in Eq. 46.

Ultrasound Signal Processing: Experimental Aluminum

r the aluminum domain, a different forward model is implemented to generate synthet

ed signals dM
i (xr, t)) and forward wavefields si(x, t)). The specific model is outlined

4. The experimental data is from the 3 MHz phased array. Again, the true data units provid

S are unknown, so they are first normalized. Similarly to the experimental data from t

lock, filtering must be implemented first for a useful adjoint source f †i to be evaluated. T

approach implemented in Section 3.6.2 is applied to the ultrasound data from the 3 MH

array. Fig. 8a presents the unfiltered signals from source 64. Fig. 8b is the correspondin

und data in the frequency-wavenumber domain with only positive frequencies being show

c presents the data with a time filter for the initial data sections, and Fig. 8d presents t

adjoint sources implemented in the ARTM process. Like the prior case, the signals a

hifted forward by 0.03µs for the ARTM algorithm and by 0.52 µs for the TFM analysis.

RTM & TFM Implementation

ARTM Implementation

plementation of ARTM consists of three different parts: (1) generation of forward wav

si(x, t), (2) generation of adjoint wavefields r†i (x, t), (3) cross-correlation at each time ste

) summation of images from each source location. 2D wavefield simulations are complet

CFEM2D. The simulation is oriented normal to the phased-array surface into the domain

terial, with depth being represented by z and along the phased-array aperture being repr

by x. For a particular source transducer location in the phased arrays described in Table 3

orce is modeled as a Ricker wavelet with a corresponding central frequency, i.e., 5MHz f

nd 3MHz for aluminum. This force source is inserted into a SPECFEM2D simulation whi
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8: Example filtering of 5 MHz ultrasound data for source 64. (a) Unfiltered time-space and (b) frequenc

mber signals and filtering zone. (c) The time-domain signals with time gating. (d) The fully filtered adjo

purely in the z-direction. The mesh and material properties correspond to the defect-fr

lly meshed version of the domain described in Table 4. For each time increment describ

le 4, a forward wavefield si(x, t) is generated. Simultaneously, the SPECFEM2D simulat

oint wavefield r†i (x, T − t)). At all transducer locations in the phased-arrays described

3 the adjoint-sources evaluated in Section 3.6 are injected at each corresponding receiver l

, acting as several vertical point forces acting in the z-direction. Notably, the adjoint sourc

e-reversed before being injected into the domain. The mesh and material properties for t

t wavefield simulation are identical to those of the forward model. Because of the parall

tions, the cross-correlation conditions described in Eqs. [29,37,&39] may be evaluated

ime step. This is repeated for all NT time steps described in Table 4, with the stacked su
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enting the imaging kernels (i.e., KVp , KVs , Kρ, and K′ρ), pertaining to that particular sour

n. This process is repeated for all transducers in the phased-arrays and all sub-images a

y added for a particular kernel, which results in the final defect images. For the nume

el block case, the “Steel" simulation described in Table 4 is implemented for both forwa

joint wavefields. For adjoint sources f †i , the processed ultrasound data represented in Fig

ected into the domain for adjoint-wavefield simulation. This process is repeated for bo

perimental steel studies and the “noisy” experimental steel study. The only difference

dology for these two studies compared to the numerical case is the particular adjoint-sour

ented. For the experimental steel case, the data described in Fig 6 are used, while t

” steel case involves data from Fig 7. With these three studies, three sets of images fro

p , KVs , Kρ, and K′ρ kernels are generated and presented in each section. For the aluminu

case, the “Aluminum" simulation described in Table 4 is implemented for both forward an

t-wavefields in a similar manner. The differences between this and the prior scenario ar

central transducer frequency is 3 MHz instead of 5 MHz, (2) the material properties an

try of the simulation represents the aluminum block instead of the steel one, (3) the phase

perture and transducer locations, and (4) the simulation time and time step size correspon

“Aluminum" simulation described in Table 4. A final aspect is that transducers transm

into the specimen via coupling gel, meaning the waves penetrate the gel before entering t

n or returning to the transducer surface. This interaction was not modeled during nume

urce excitation; instead, the sources and receivers are placed at the top of the domain as

ere on the boundary of the specimen being scanned. Thus, this approximation makes tw

ptions: (1) the surficial interactions will not significantly limit wave propagation into or o

domain, and (2) the elapsed time taken for waves to travel into and out of the domain

cantly smaller than the duration spent to and from the internal defects. If these assumptio

t, the defect location and size detection should not be adversely affected, as demonstrat

results.
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TFM Implementation

M is implemented for each case as well to serve as a baseline. The methodology for TF

s the process outlined in Section2.4, where the time-of-flight (TOF) for each source-receiv

nation is evaluated for a discretized domain x. This TOF considers solely the longitudin

peed of the material presented in Table 1. The discretized domain x has the same resolutio

corresponding ARTM images to allow a direct comparison. The TFM images correspondin

ARTM studies are presented in the corresponding sections alongside the kernels.

sults

is section presents the numerical and experimental ARTM results obtained from the da

ition and imaging kernels described above for four parameters: longitudinal wave spee

wave speed, density, and impedance. These results are compared with those from the TF

g method, which was implemented as a baseline for comparison to the ARTM methods.

teel Block Defect Images

s. 9, 15, and 21 contain the ARTM-generated images from ultrasound data from the ste

Images were generated from three ultrasound data sets: (1) numerically generated bas

transducer and steel block geometry, (2) acquired from the steel block using a phased-arr

ucer, and (3) the laboratory data from (2) after contaminating the data to artificially redu

R. A comparative analysis of the ARTM kernels and TFM results is conducted based o

riteria: (1) accuracy in sizing, (2) accuracy in depth positioning, and (3) the maximum SN

ed. Additionally, the required time to generate images for each specimen is discussed; th

repeated for each steel block case, as the speed is about the same. Sizing and positionin

ects are of interest for NDE research purposes, and in some studies SNR is employed as

al metric [43]. To determine whether an image provides accurate hole location estimates, t

sition from physical measurements is superimposed on the ARTM-generated images. Th

direct comparison of the estimated and real locations based on measurements, allowin

inspection of image accuracy. In addition, the sizing is estimated using the methodolog
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9: ARTM results for numerical steel data with sensitivity kernels: (a) KVp , (b) KVs , (c) Kρ, (d) K′ρ, and (e) IT F

bed in Section 3.5 and tabulated for each hole to determine which imaging method mo

tely determined defect characteristics.

Steel Images from Numerically Generated Data

pection of the results shown in Fig. 9 suggests that each imaging condition performs sim

n numerical data. The numerical results also represent an idealized modeling scenario b

the user-specified STF, the true source and receiver positions, and the boundary locations a

wn in advance. TFM is also implemented in this study within Fig. 9e. If only the negati

amplitudes were considered, the TFM method would have superior resolution compared

rnels; however, the positive image amplitudes would lead to less accurate contour determ

s. A limitation of all imaging methods is the coverage of the array. The holes with bett
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ge consistently have a better depiction of what their width should be, whereas the defec

oor coverage, such as the larger holes on the left, are significantly underpredicted across a

ds. This limitation extends to the later results when experimental data is implemented.

better determine the sizing of the defects within each image, a closer depiction of each ho

ach image is provided in Figs. 10 to 14. Table 2 lists the holes labeled 1-6 as well as the SN

individual hole’s maximum amplitude. Failing to achieve a SNR of > 20dB will impe

hmically determining the hole counter. Table 5 presents a summary of the accuracy in sizin

pth of the defect, where “Measured" is the size of the hole based upon the experiment

rements with calipers. For the numerical test, this can be treated as a true value. The resu

icative that the shear wave speed kernel (Fig. 11) exhibits the best resolution, likely due

velength of the shear wave being approximately half the longitudinal wave length. At t

time, though, it has a poor representation of the first and last holes, likely because of t

rably limited coverage. This results in the sizing estimates being more accurate for defec

iately under the transducer and poorer for those further away. The longitudinal wave spe

Figure 10: Zoomed in numerical steel images for each hole within KVp .
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Figure 11: Zoomed in numerical steel images for each hole within KVs .

Figure 12: Zoomed in numerical steel images for each hole within Kρ.
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Figure 13: Zoomed in numerical steel images for each hole within K′ρ.

Figure 14: Zoomed in numerical steel images for each hole within IT FM .
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Table 5: Location and sizing comparisons for numerical steel images.

ole: 1 2 3

tity: Width Height Depth Width Height Depth Width Height Depth

3.55 1.94 12.89 2.60 1.39 13.89 1.85 1.19 14.44

1.70 1.44 13.44 2.90 1.24 14.09 2.05 1.09 14.49

2.35 1.54 13.24 2.80 1.24 14.09 2.00 1.09 14.59

2.75 1.64 13.19 2.90 1.24 14.09 1.90 1.09 14.59

3.45 2.34 13.19 2.85 1.64 14.04 2.05 1.14 14.59

ured 5.2 5.2 13.3 3.2 3.2 14.3 2.0 2.0 14.9

ole: 4 5 6

tity: Width Height Depth Width Height Depth Width Height Depth

1.25 1.09 14.89 0.95 1.09 15.09 0.95 0.99 15.34

1.55 0.75 15.09 1.25 0.65 15.34 0.80 0.80 15.49

1.45 1.09 14.89 0.95 0.84 15.19 0.60 0.70 15.54

1.30 0.99 14.89 0.80 0.80 15.19 0.60 0.65 15.54

1.35 0.89 14.99 1.00 0.99 15.14 0.90 1.04 15.44

ured 1.2 1.2 15.3 0.8 0.8 15.5 0.4 0.4 15.7

(Fig. 10) has the poorest resolution in terms of the defect contour; however, it does yie

te sizing estimates of a majority of defects with good coverage except for the smallest hol

ree kernels KVp , Kρ, and K′ρ (Fig. 10, 12 and 13) extend the image of the largest hole t

t to the left (hole 1), while KVs and IT FM (Figs. 11 and 14) stop showing significant amplitu

to the center of the largest hole. Imaging the smallest hole is performed well via Kρ, and K

12 to 13). The imaging method that performs most optimally is highlighted and has gre

his is repeated for all the holes in each image. The most accurate method to characteri

epth is between KVs , Kρ, and K′ρ (Figs. 11 to 13) for different holes while IT FM perform

rly to KVp . KVp performs the worst when determining the accurate defect depth, even in th

here the background wave speed and STF are predefined.
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Table 6: Maximum SNR of numerical steel block images.

Imaging Method SNR (dB)

Kρ 41.65

KVp 52.36

KVs 40.58

K′ρ 41.64

IT FM 35.65

e maximum SNR of the entire image is used as a metric of comparison. This requir

fying the mean amplitude assigned away from defected regions. This metric is evaluat

p , KVs , Kρ, Kρ, and IT FM from Fig. 9. The back wall is not considered when evaluating t

e amplitude of the background noise. Table 6 presents the corresponding SNRs, which sho

e ARTM-based imaging methods have a higher SNR and fewer overall artifacts compar

. Among the kernels, KVp has the lowest average noise.

om the numerical studies, it is concluded that the majority of ARTM kernels perform sim

n sizing tasks. KVp performed well to size the largest hole, which has the least coverage.

ss effective at sizing holes with better coverage towards the center of the transducer, wi

d KVρ being better for the second and third holes, respectively. For small holes, K′ρ mo

tently yielded the best results. Compared to TFM, the kernel methods have less noise

nal image while providing a superior resolution depending on the size of the defect an

implemented.

e time required to generate images is an important factor for NDE implementation. Bo

ds can be massively parallelized or GPU-enabled, so in order to isolate the impact of t

d’s computational complexity, the time taken for each algorithm to generate an image fro

le source is provided. This time is derived from the average time for a source-wise ima

generated based on 10 different runs using a single core on an Intel(R) Xeon(R) Silv

CPU @ 2.20GHz. The TFM algorithm only required about 5.50 s per source, while t

algorithm required about 885 s per source. This reinforces the understanding that a TF
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hm will be significantly faster than the ARTM algorithm, especially without implementin

terogeneous model. However, the performance of both algorithms will vary depending o

plementation, especially what finite-element solver is used to generate the wavefields.

Steel Images with Experimental Laboratory Data

. 15 presents the ARTM results generated from the steel block experimental signals. T

te benchmarking, each image has the actual hole locations from Table 2 superimpos

he images as black circles. A surface-level analysis reveals that the longitudinal wave spe

(Fig. 15a) outperforms the other kernels. Numerous artifacts are present within Fig. 15b-

could be considered false positives for boundaries of different materials. However, the

(a) KVp (b) KVs

(c) Kρ (d) K′ρ

(e) IT FM

15: ARTM results for experimental steel data with sensitivity kernels: (a) KVp , (b) KVs , (c) Kρ, and (d) K′ρ.

age.
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s still provide a similar image to that of Fig. 15a at near-hole locations. Notably, Fig. 1

ot contain significant artifacts, which will be reflected in the total image SNR estimate.

st to [24], the imaging condition with the fewest artifacts is derived from KVp instead of K

was demonstrated to have artifact-canceling attributes in that study. The findings here a

nclusive as to why this is the case. A notable difference between the implementation

ork and that of [24] is the simplicity of the model parameters, which only contain a sing

peed set and density, in contrast to [24] which implements it in seismological models wi

s different regions with different densities and wave speeds. The TFM performance show

15e is as expected, as it reliably detects the hole contours and, on brief inspection, provid

ge of similar quality to Fig. 15a. For these experimental datasets, while the backgroun

nd imaging method influence the resulting image, the accuracy in imaging depth and sizin

ctly dependent on a correct prediction of material properties, e.g., background wave spee

nsity.

Figure 16: Zoomed in experimental steel images for each hole within KVp .
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Figure 17: Zoomed in experimental steel images for each hole within KVs .

Figure 18: Zoomed in experimental steel images for each hole within Kρ.
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Figure 19: Zoomed in experimental steel images for each hole within K′ρ.

Figure 20: Zoomed in experimental steel images for each hole within IT FM .
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Table 7: Location and Sizing Comparisons for Experimental Steel Images

ole: 1 2 3

tity: Width Height Depth Width Height Depth Width Height Depth

2.45 1.64 13.14 1.65 1.59 14.09 1.10 1.59 14.64

1.65 0.84 13.69 1.55 0.99 14.49 1.10 0.65 14.99

2.00 1.04 13.44 1.05 0.99 14.34 0.65 1.04 14.94

1.95 1.14 13.39 1.10 0.99 14.34 0.65 1.04 14.94

2.30 1.14 13.29 1.60 1.09 14.19 0.90 0.84 14.79

ured 5.2 5.2 13.3 3.2 3.2 14.3 2.0 2.0 14.9

ole: 4 5 6

tity: Width Height Depth Width Height Depth Width Height Depth

1.10 1.54 15.14 1.20 1.59 15.29 1.25 1.54 15.34

ND ND ND ND ND ND ND ND ND

0.70 0.94 15.43 0.70 0.99 15.54 0.70 0.99 15.54

0.70 0.99 15.38 0.70 0.99 15.54 0.75 0.99 15.59

0.85 0.89 15.24 0.85 0.89 15.39 0.95 0.89 15.39

ured 1.2 1.2 15.3 0.8 0.8 15.5 0.4 0.4 15.7

Table 8: Maximum SNR of experimental steel block images.

Imaging Method SNR (dB)

Kρ 37.23

KVp 61.61

KVs 24.70

K′ρ 37.60

IT FM 43.75

quantify the accuracy of different kernels, their accuracy in characterizing the hole widt

, and depth is evaluated. To facilitate this, the areas in the images presented in Fig. 15 a
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ted and presented in Figs. 16 to 20. The original hole position is again superimposed o

age as a black circle. A green box outlines the estimated hole dimensions from the ART

-generated image. Notably, each method underestimates the size and overestimates t

of the largest hole while overestimating the size of the smallest. This is likely due to t

nation of the holes on the edge being significantly less than those in the center. The sizin

cation information is also presented in Table 7. KVp provides accurate size estimation for t

holes, although it is the least accurate at characterizing smaller holes. For smaller holes,

arent that Kρ and IT FM perform best. Imaging depth accurately was most common in Kρ an

ore accurate than IT FM in all except one.

final metric to benchmark the experimental ultrasound images is quantifying the mean noi

image via the SNR. This is evaluated for all images in Fig. 15 and displayed in Table 8. T

f the KVs , Kρ, and K′ρ kernels are lower than KVp and IT FM. This is reinforced by the presen

e artifacts at the top of the images presented in Fig. 15b-d that are absent in Fig. 15a an

e.

tween the numerical (Fig. 9) and experimental (Fig. 15) results, the kernels perform sim

ith the image quality for KVs degrading more than expected. While the ARTM results we

r in both cases, a significant difference was the ultrasound data source used to generate t

t sources. Ultrasound data are generated using an acoustic waveform that is not fully cha

ed as established in Section 3.7.1. In the numerical case, the acoustic waveforms ideal

those used to forward model data and wavefields. It is notable that there is a significa

se in the amount of noise between Table 6 and Table 8. A consistency between the two

e KVp kernel contains a comparably lower amount of average background noise, indicatin

fewer artifacts.

Steel Images with “Noisy” Experimental Laboratory Data

final study using the steel block model is the implementation of the imaging techniqu

a dataset that has an artificially lowered SNR. Fig. 21 presents the imaging results. T

n of noise to the images has made the artifacts worse in cases Fig 21b-d, suggesting th

ise in the ultrasound data is the likely cause of the artifacts from the prior experimental da
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21: ARTM results for “noisy” experimental steel data with sensitivity kernels: (a) KVp , (b) KVs , (c) Kρ, and (

TFM Image.

15b-d. KVs (Fig 21b) has artifacts that prevent the last holes from being seen at all, and a

ave an SNR of < 20dB. An apparent downside of KVs as an imaging condition is that wh

is introduced, its performance drastically reduces in comparison to the other kernels.

, it was one of the best imaging conditions for determining an accurate contour of the hole

er, in Fig 15b, it becomes significantly less preferable. Finally, in Fig 21b, the image fa

esent the holes entirely. Fig 21a and Fig 21e contain the least obscuring artifacts. Howeve

M image (Fig 21e) has significantly more background artifacts than previously in Fig 15

2 to 26 provides zoomed-in images. Table 9 presents a measurement comparison.

r defect sizing estimates, the addition of noise has degraded each image to the point th
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Figure 22: Zoomed in Experimental Steel Images for each hole within: KVp

Figure 23: Zoomed in Experimental Steel Images for each hole within: KVs
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Figure 24: Zoomed in Experimental Steel Images for each hole within: Kρ

Figure 25: Zoomed in Experimental Steel Images for each hole within: K′ρ
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Figure 26: Zoomed in Experimental Steel Images for each hole within: IT FM

he smallest hole image has an SNR greater than 20dB for KVp . In the rest of the cases, a

s except KVs are able to have an estimated hole size extrapolated. The preferred methods

se are IT FM and KVp overall. For the second-smallest hole, Kρ performs best, repeating t

from prior studies. The final comparison metric for the images presented in Fig. 21 is t

e average background noise. The results are presented in Table 10. The results are consiste

able 8, with KVs , Kρ, and K′ρ performing poorly while KVp performing the best and IT F

following. A conclusion deriving from this study is that even for data containing increas

round “white noise" induced by the transducer, KVp will still outperform in comparison

er techniques with respect to providing a high image SNR.

luminum Block Defect Images

. 27 presents ARTM and TFM-generated images from ultrasound data from the aluminu

with holes in the “AOS" pattern. Five images were generated from ultrasound data acquir

he physical system. Comparisons are made based on (1) identification of all holes an

erage background noise in the domain (artifacts). All holes can be readily identified
47
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Table 9: Location and Sizing Comparisons for “Noisy” Experimental Steel Images

ole: 1 2 3

tity: Width Height Depth Width Height Depth Width Height Depth

2.05 1.24 13.39 1.35 1.09 14.29 0.85 1.04 14.94

ND ND ND ND ND ND ND ND ND

1.75 1.04 13.44 0.95 0.99 14.34 0.60 0.99 14.94

1.80 1.09 13.39 1.05 1.04 14.34 0.60 0.99 14.94

2.15 0.84 13.29 1.50 0.80 14.19 0.70 0.80 14.84

ured 5.2 5.2 13.3 3.2 3.2 14.3 2.0 2.0 14.9

ole: 4 5 6

tity: Width Height Depth Width Height Depth Width Height Depth

0.95 1.09 15.38 0.90 1.09 15.49 1.00 1.04 15.54

ND ND ND ND ND ND ND ND ND

0.65 0.94 15.43 0.80 1.29 15.49 ND ND ND

0.65 0.99 15.38 0.70 0.94 15.59 ND ND ND

0.85 0.80 15.29 0.65 1.34 15.44 ND ND ND

ured 1.2 1.2 15.3 0.8 0.8 15.5 0.4 0.4 15.7

Table 10: Maximum signal to noise ratio of “noisy” experimental steel block images.

Imaging Method SNR (dB)

Kρ 32.09

KVp 42.73

KVs 22.36

K′ρ 32.97

IT FM 30.36

a and Fig. 27c-e, even those located deeper in the domain and obscured by overlying hole

7b produces an image containing a very faint indication of the deeper defects. For th
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27: ARTM results for aluminum data with sensitivity kernels: (a) KVp , (b) KVs , (c) Kρ, and (d) K′ρ. (e) TF

n, there is a low-amplitude artifact near the transducer surface present in all images asi

ig. 27a. This artifact, though, does not hinder defect identification. In terms of accurate

the holes, from visual inspection, it can be seen that Fig. 27b provides the most accura

ion of hole sizes closest to the transducer while doing a poor job for the deepest defects. T

ernels (Fig. 27a and Fig. 27c-d) provide a similar sizing for the uppermost holes, while t

mage (Fig. 27e) more significantly overestimates the largest holes, in addition to obscurin

ts presence around the first two lines of holes. In contrast to the findings from [24], Fig. 27

ot possess artifact cancellation properties; a potential explanation could be that the prima
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Table 11: Maximum SNR of aluminum block experiment images.

Imaging Method SNR (dB)

Kρ 40.77

KVp 46.10

KVs 36.97

K′ρ 41.26

IT FM 37.39

s here have fewer opposing artifacts to cancel out through superposition when evaluatin

pedance kernel. This could be caused by the results shown in Fig. 27b and Fig. 27c conta

e artifacts, whereas Fig. 27a has very few. In addition, the fact that the modeled domain

le region with a single wave speed set and density may be a contributing factor as well.

comparative metric of the total noise is the SNR of the aluminum block images (Fig. 27

sults are presented in Table 11. Like the prior three cases, KVp is the superior image in term

least average background noise. The significance of this is that, overall, KVp will produ

st amount of potentially obscuring artifacts in comparison to the presented alternatives in

setup similar to the one shown: a background with a single density and wave speed set an

ing boundary conditions. Notably, all the other kernels except for KVs exceed IT FM in th

as well.

e time required to generate images is presented for the aluminum block case as well. T

are setup is the same. The TFM algorithm only required about 4.07 s per source, while t

algorithm required approximately 1067 s per source. The required computation time

tent with the steel block case, with ARTM taking significantly longer to produce imag

he TFM algorithm with a homogeneous background. The required computation time f

minum block is longer, as expected for ARTM in this case than it was previously. This

by the significant increase in time length for wavefield modeling.
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nclusion

e ARTM method was implemented to generate phased-array ultrasound images using fo

g kernels: KVp , KVs , Kρ and K′ρ. As a metric of comparison, a TFM-generated phase

ultrasound image (IT FM) is presented as a baseline. This was performed in four differe

f ultrasound data: (1) a numerical representation of a steel block, (2) the correspondin

mental data, (3) the same artificial data with a higher level of noise, and (4) experiment

quired from an aluminum block, each with side-drilled holes acting as defects. Conclusio

performance of each imaging method may be extrapolated from the sizing and depth metri

steel block studies. KVp was demonstrated to be a robust imaging condition that perform

r all three datasets. The only downside to implementing KVp was that it performed lowest

terizing small hole sizes, yet it had the best SNR of the smallest hole in the “noisy” datase

ting that the addition of noise may make other methods difficult to characterize the hol

KVp may be able to still provide an estimate. Repeatedly in each study, imaging conditio

upon Kρ and K′ρ will outperform the others in characterizing the smaller defects unless t

f noise is sufficiently large for it to become difficult to discern the defect edge from t

round. Datasets with large amounts of noise will have the best SNR using KVp , and accura

sizes may be able to be extrapolated if there is both good coverage and the defect is lar

h. KVs showed promising resolution and size characterization for hole contour for hol

lly located under the phased array in the numerical steel study, and performed worse f

away from the center of the phased-array. In the experimental datasets, KVs had the large

ion in performance in comparison to the numerical dataset. IT FM performed middling in ea

having one case where it performed best or often second to third best. A notable advanta

M in comparison to ARTM images is reduced computational complexity. However, t

s speculate that a more complex domain would allow the benefits of using a wave-equatio

tor to become more evident in comparison to the simple delay-and-sum implementatio

is a potential direction for future work.
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 reverse-time migration method based on adjoint-tomography theory is developed.
aterial-based imaging conditions are explored in drilled hole ultrasound imaging.

ongitudinal wavespeed imaging condition best sizes large-midsize holes.
ensity and impedance imaging conditions best sizes smallest holes.

n comparison to total focusing method, cross-correlation methods more specialized.
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