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 A B S T R A C T

Defects limit the mechanical properties of structural components and can cause failure. Ultrasonic imaging 
has proven to be an inexpensive and powerful approach to characterize defects and has been of interest 
in the additive manufacturing sector as quality assurance. Reverse-time migration, a full wavefield imaging 
approach, provides increased accuracy over a standard Total Focusing Method. Previously reported Reverse-
time Migration implementations locate defects without direct relationship to material properties. This motivates 
an improved approach that prioritizes accuracy in the sizing of defects and reduction in image false-positive 
amplitudes, denoted as artifacts. This work explores adjoint tomography theory to improve the Reverse-time 
Migration methodology. The innovation involves several cross-correlation conditions based upon full waveform 
inversion elastic model parameters (e.g., longitudinal- and shear-wave speed, density, and impedance). It 
is denoted adjoint-state-based Reverse-time Migration. Two metal specimens with side-drilled holes were 
inspected using the aforementioned imaging conditions, denoted as kernels. To benchmark the approach, the 
resulting images were evaluated based on (1) an average background noise analysis and (2) accurate sizing and 
location of holes. The Total Focusing Method approach is implemented as a benchmark of comparison. The 
results indicate that the longitudinal wave speed kernel has a consistently superior signal-to-noise ratio. In an 
example application to numerically generated ultrasound data, the longitudinal wave speed kernel produced 
an image with a maximum signal-to-noise ratio of 52.36 dB while the Total Focusing Method generated one 
with 35.65 dB. Practical applications of these findings could be as an in-situ high-accuracy and noise-resistant 
quality assurance technique for additive manufacturing.
1. Introduction

Defect detection is a critical analysis in a wide variety of engi-
neering fields. Routine inspection is performed to detect architectural 
cracks [1]. Parts must be closely inspected for manufacturing defects 
before use in a load-bearing assembly [2]. Crack growth is prominent in 
aerospace structures due to cyclic loading. Routine observation is often 
required to determine if components need replacement. One function of 
nondestructive evaluation (NDE) techniques is defect detection, which 
allows users to predict how soon their part may need to be replaced. 
In the aerospace sector, wings are inspected for crack growth, which 
informs when to replace parts based on the observed crack size after 
cyclical loading in flight [3,4].

Ultrasound imaging (UI) has become a popular NDE approach for 
defect detection in metals. Common examples are in-situ monitoring 
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for additive manufacturing and crack detection within aerospace struc-
tures [5]. There are benefits to selecting UI for NDE applications over 
alternatives, such as radiography [6]. For example, UI can penetrate 
materials that are opaque to electromagnetic waves. UI is enabled by 
modeling or predicting wave propagation within a region of interest 
and using ultrasound equipment to send and record ultrasonic waves, 
which are used to generate an image. The signal processing approach 
may generate different information about the material, such as the 
wave speeds, density, and impedance contrasts. Ultrasound signals 
must be excited so that waves travel from sources, through the in-
spected domain, and back to receivers. An approach for acquiring 
ultrasound signals for defect detection is from phased-array transduc-
ers, also known as 1-D arrays [7,8]. With this acquisition approach, 
a standard data format is the full matrix capture (FMC). An FMC 
consists of each individual source excited once while all other elements 
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in the array record. This results in a three-dimensional (3-D) dataset 
indexed by the source, receiver, and time coordinates. These signals are 
interpreted using UI techniques to characterize defects and differences 
in material properties.

Ultrasound signals acquired from a physical specimen must be in-
terpreted to provide insight into the domain’s characteristics. Synthetic 
aperture methods are implemented to characterize the orientation and 
size of imaged defects. Using FMC signals, defect locations can be de-
tected using a known background longitudinal wave speed to measure 
the elapsed time for waves to travel from a known source location to 
all points within an imaging domain and then back to a receiver. If the 
corresponding FMC signal to that source-receiver pair has a nonzero 
amplitude at that measured time, then a scatterer (e.g., a fracture or 
hole with contrasting physical properties) is assumed to have been 
associated with that location. This process is then repeated for each 
source-receiver pair, and the resulting images are stacked. Depending 
on which source-receiver combinations are implemented, the method 
is termed either the Synthetic Aperture Focusing Technique (SAFT) 
or the Total Focusing Method (TFM) [8–12]. The main difference 
between the two analyses is that TFM considers all possible source-
receiver combinations in the FMC, while SAFT only considers specific 
combinations. This results in TFM theoretically having an improved 
signal-to-noise ratio (SNR) [13]. While synthetic aperture methods 
account for phenomena associated with scattering longitudinal waves, 
standard TFM does not consider complicated wave phenomena such as 
multiple scattering, a plurality of wave modes, or potentially complex 
specimen geometry, which can lead to imaging artifacts [14].

For a more robust imaging method, wave-equation simulators (e.g., 
finite-element, finite-difference, and spectral-element solvers) mathe-
matically model physical systems over a time window and allow an 
improved representation of wave phenomena not provided by standard 
TFM. While this significantly increases computational expenditure, past 
work has shown that simulator-based techniques generally improve 
results from imaging with specific benefits depending on the imple-
mentation. For example, prior studies demonstrate that Reverse-time 
Migration (RTM) based on numerical solutions of the acoustic wave 
equation (i.e., acoustic RTM) provides improved shape accuracy of re-
constructed defects over standard TFM [15–18]. However, an obstacle 
faced by acoustic RTM imaging is the generation of image artifacts 
caused by impedance contrasts [19] and a failure to accurately rep-
resent elastic wave modes [20] resulting in degraded SNR of the entire 
image.

Numerous RTM imaging conditions have been studied to improve 
the accuracy of defect characterization [21] and suppress artifacts [19,
20]. Prior studies have indicated that the material property distri-
bution, i.e., longitudinal and shear wave speeds and density, is an 
important factor when accurately sizing defects [22]. The goal of this 
study is to propose an improved RTM methodology that uses the elastic 
adjoint tomography theory (ATT) [23] as the framework for performing 
RTM-based ultrasound imaging (herein referred to as ‘‘ARTM’’). The 
algorithmic basis of ARTM uses a modified backward reconstruction to 
compute model parameter deviations from a cross-correlation imaging 
condition [23], which are denoted as ‘‘sensitivity kernels’’. In seis-
mology, the kernels are a key part of the full waveform inversion 
(FWI) process, where specific material parameters in the Earth can be 
characterized by interpreting seismic data. The kernels are indicative 
of a difference in a targeted material parameter. Their evaluation is 
similar to applying a standard cross-correlation imaging condition in 
RTM. This methodology results in images based on deviations of elastic 
model parameters such as longitudinal and shear wave speeds, or 
linear combinations thereof (i.e., impedance). The benefit of using the 
ARTM methodology is that specific imaging conditions may provide 
a superior image given a certain acquisition geometry compared to 
the standard RTM imaging condition, as quantified by image SNR and 
sizing metrics. The rationale for this is that the deviations are attributed 
to the calculated deviations of material parameters instead of a simple 
2 
cross-correlation. This elastic ARTM methodology has been used to suc-
cessfully highlight reflectivity in the field of seismology [24]; therefore, 
this work focuses on benchmarking elastic ARTM in an unexplored NDE 
setting.

This study begins by outlining the classical RTM method based 
on the acoustic wave equation, RTM’s previously reported extensions 
to the elastic domain, and the integration of ATT with a new RTM 
methodology (ARTM). Next, the ARTM methodology is benchmarked 
for defect imaging through numerical tests and practical application 
to experimental data. In each application, a synthetic aperture method 
(TFM) is also applied to act as a baseline for comparison. To quantify 
results, the defect sizes are estimated from the images and compared to 
known values. In addition, an SNR metric is evaluated to quantify the 
level of average noise in the image. This method is repeated for four 
studies. Three of them involve a steel block with side-drilled holes of 
varying sizes. The steel block studies consist of the following ultrasound 
data: (1) numerically generated based on the transducer and steel 
block geometry, (2) acquired from the steel block using a phased-array 
transducer, and (3) the laboratory data from (2) after contaminating 
the data to artificially reduce the SNR. The final study applies ARTM 
to ultrasound data from an aluminum block with holes in the formation 
‘‘AOS’’ to demonstrate ARTM’s ability to detect and characterize defects 
partially shadowed or located farther from the transducer aperture.

2. Imaging approaches

2.1. Acoustic reverse-time migration

A ‘‘classical’’ acoustic RTM process can be described in three parts: 
(1) forward modeling wavefields 𝒔(𝐱𝐬, 𝐱, 𝑡) generated by impulsive 
sources excited at or near the domain boundary at point 𝐱𝐬 in time 
interval 𝑡 = [0, 𝑇 ] through a numerical specimen model based on 
known material properties within a defect-free domain 𝐱 = [𝑥, 𝑦], 
(2) reconstructing a time-reversed adjoint (indicated by †) receiver 
wavefields 𝒓†(𝐱𝐫 , 𝐱, 𝑡), by injecting recorded wavefield data in reverse 
time at each receiver location 𝐱𝐫 , and (3) applying source-receiver 
wavefield cross-correlation via an ‘‘imaging condition’’ evaluated at 
each time step [16,21,25]. In the classical acoustic case, forward and 
adjoint wavefields are considered scalar pressure disturbances that are 
simulated throughout the discretized model domain 𝐱; however, this 
approximation necessarily neglects elastic wave phenomena. It is stan-
dard to use the acoustic wave equation [26] to model wave propagation 
and obtain the required components. This may be accomplished by a 
wave-equation simulator, which iteratively solves the following wave 
equation for all time 𝑡: 
(

1
𝑐2(𝐱)

𝜕2

𝜕𝑡2
− ∇2

)

𝑃 (𝐱, 𝑡) = 𝛿(𝑥𝑠 − 𝐱)𝑓 (𝑡), (1)

where 𝛿 represents the Kronecker delta, 𝑓 (𝑡) represents the point-source 
located at 𝑥𝑠, and 𝑃 (𝐱, 𝑡) represents the scalar pressure wavefield in 
the domain 𝐱 at time 𝑡. Forward simulations (i.e., on 𝑡 = [0, 𝑇 ] s) 
are used to generate the source wavefields 𝑠(𝐱𝐬, 𝐱, 𝑡) while adjoint runs 
(i.e., on 𝑡 = [𝑇 , 0] s) are used to model the receiver wavefield data 
𝑟†(𝐱𝐫 , 𝐱, 𝑡). Depending on the robustness simulator being used, spatially 
heterogeneous material properties may be allowed.

A classical formulation of the imaging condition is a cross-
correlation of the acoustic forward source and time-reverse receiver 
wavefields output from the wave-equation solver [27]. This is repre-
sented by the following time integration to generate scalar image 𝐼𝑅𝑇𝑀 : 

𝐼𝑅𝑇𝑀 (𝐱) =
∑

𝐱𝐬

∑

𝐱𝐫
∫

𝑇

0
𝑟†(𝐱𝐫 , 𝐱, 𝑡) 𝑠(𝐱𝐬, 𝐱, 𝑡) d𝑡, (2)

where 𝒔(𝐱𝐬, 𝐱, 𝑡) corresponds to the numerically generated forward 
wavefield, which is based on the background (i.e., defect-free) model 
domain; 𝑟†(𝐱𝐫 , 𝐱, 𝑡) is the corresponding time-reversed receiver wave-
field, which is generated from signals experimentally acquired from 
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a domain with potential defects; and the summations over 𝐱𝐬 and 𝐱𝐫
respectively represent the superposition for all sources and receivers 
used in the FMC experimental data acquisition. From here onward, the 
functional dependence of forward wavefields is shortened to 𝑠(𝐱, 𝑡) and 
adjoint wavefields are shortened to 𝑟†(𝐱, 𝑡). It shall be understood that 
the introduced forces in each of these cases are located at 𝐱𝐬 and 𝐱𝐫 , 
respectively.

Evaluating Eq. (2) generates an image 𝐼𝑅𝑇𝑀  that highlights re-
gions with scattering amplitude (i.e., material property discontinuities) 
within the model domain because the forward source and time-reversed 
receiver wavefields will be in phase at scatterer boundaries [26,27]. 
However, an accurate depiction of the scatterer location with RTM 
depends on wave speed veracity (i.e., longitudinal wave speed); inac-
curate longitudinal wave speed models will cause image misfocusing 
and mispositioning of detected defects.

In the FMC case, the process is repeated for each source shot and 
ultrasound data associated with it. The result is a composite image 
representative of the summation expressions in Eq. (2). This helps 
highlight the defect contour that may be only partially illuminated by 
a single source position [27].

2.2. Elastic Reverse-time migration

One adjustment made to the classical acoustic RTM methodology is 
implementing elastic wave propagation effects (i.e., longitudinal, shear, 
and surface waves as well as elastic scattering) and applying some form 
of an elastic imaging condition. This extension is commonly denoted as 
elastic RTM (E-RTM) [28].

In acoustic RTM, the waves propagate based on a scalar pressure 
formulation; however, E-RTM uses a vector displacement or parti-
cle velocity formulation [29,30]. An example adaptation of the wave 
equation from [31] is: 
𝜌𝜕2𝑡𝑡𝑢𝑖 − 𝜕𝑗𝑇𝑖𝑗 = 𝑓𝑖, (3)

where 𝑠𝑖(𝐱, 𝑡) is the displacement wavefield. Note that wavefield 𝑢𝑖 in 
Eq. (3) is expressed in Einstein summation notation where, e.g., an 
index can be 𝑖 = [𝑥, 𝑦, 𝑧]. From Eq. (3), 𝑇𝑖𝑗 is the stress tensor, 
which may be derived from strain using a linear isotropic constitutive 
relationship (i.e., Hooke’s Law) between the 4th-order elastic stiffness 
𝑐𝑖𝑗𝑘𝑙 and strain 𝜀𝑘𝑙 tensors:

𝑇𝑖𝑗 = 𝑐𝑖𝑗𝑘𝑙𝜀𝑘𝑙 , (4)

where contraction occurs over two tensor indices. To satisfy the free 
boundary condition, the traction vector must vanish at 𝜕V: 

𝑇𝑖𝑗𝑛𝑗 = 0  on 𝜕V, (5)

where 𝑛𝑖 is the unit normal vector to a free surface. The initial 
conditions on wavefield 𝑢𝑖 are met by satisfying: 

𝑢𝑖(𝐱, 0) = 0,  and 𝜕𝑡𝑢𝑖(𝐱, 0) = 0. (6)

Finally, the source 𝑓𝑖 is represented in terms of a moment tensor 𝐌: 

𝑓𝑖 = 𝑀𝑖𝑗𝜕𝑗𝛿(𝐱 − 𝐱𝑠)𝑓 (𝑡), (7)

where 𝛿 is the Dirac delta function, and 𝑓 (𝑡) is the source-time function 
(STF). In seismology, a double-couple source term may be used, which 
applies both a point force and moment tensor at 𝐱𝑠; however, in this 
ultrasound NDE study, only a vertically oriented point source term is 
considered, meaning Eq. (7) may be simplified to 

𝑓𝑖 =
⎡

⎢

⎢

⎣

𝑓𝑥
𝑓𝑦
𝑓𝑧

⎤

⎥

⎥

⎦

=
⎡

⎢

⎢

⎣

0
0

𝛿(𝐱 − 𝐱𝑠)𝑓 (𝑡)

⎤

⎥

⎥

⎦

. (8)

Like in the acoustic scenario discussed above, the elastic wave-equation 
allows one to forward model vector source wavefields 𝑠 (𝐱, 𝑡) as well as 
𝑖
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the time-reversed adjoint vector receiver wavefields 𝑟†𝑖 (𝐱, 𝑡). Again, E-
RTM can be applied to more general heterogeneous anisotropic media; 
however, this work specifically targets homogeneous isotropic model 
domains.

Because of vector displacement wavefield orientations, the classical 
acoustic cross-correlation imaging condition needs to be modified to 
handle the vector forward source 𝑠𝑖(𝐱, 𝑡) and time-reversed adjoint 
receiver 𝑟†𝑖 (𝐱, 𝑡) wavefields. Numerous elastic imaging conditions have 
been proposed. Some implementations consider the scalar represen-
tation of the displacement [30] while others apply a modified cross-
correlation imaging condition to support vector displacements [29]. 
Finally, image the energy spatially and temporally coincident in the 
source and time-reversed receiver wavefields [32]. However, a con-
sistent feature of these E-RTM imaging conditions is that they do 
not connect the observed imaged features with the underlying model 
parameter perturbations that give rise to the observed wavefield scat-
tering. ATT aims to fill this gap by connecting the E-RTM imaging 
conditions to model parameter perturbations.

2.3. Adjoint tomography theory

While ATT is relatively unknown for NDE, it has been extensively 
explored within the seismology community [23,24,33,34]. An aspect 
of ATT, the sensitivity kernels, has been explored as imaging condi-
tions for a migration process, highlighting specific material property 
differences and, in some cases, suppressing artifacts [24,34]. This study 
does not aim to provide a comprehensive explanation of the theory 
behind ATT, given that it has been previously reported in several 
seismology papers [e.g.,24,33]; however, the process to derive the 
sensitivity kernels and their usefulness in NDE is outlined below.

To understand the implementation of ATT, it must be approached 
from an FWI perspective [31,33]. To start, the agreement of wavefields 
at recording locations 𝐱𝐫 must be measured, where 𝑑𝑀𝑖 = 𝑠𝑖(𝐱, 𝑡)||𝐱=𝐱𝐫
are the numerically modeled source wavefields sampled at 𝐱 = 𝐱𝑟 while 
𝑑𝑖 = 𝑑𝑖(𝐱𝐫 , 𝑡) are those recorded experimentally. The least-squares norm 
is used as a measure of fitness 

𝜒 = 1
2
∑

𝐱𝐫
∫

𝑇

0

(

𝑑𝑀𝑖 − 𝑑𝑖
)2 d𝑡. (9)

The minimization of the action is achieved by reducing the misfit in 
Eq. (9) while satisfying Eq. (3)

𝜒 = 1
2
∑

𝐱𝐫
∫

𝑇

0

(

(

𝑑𝑀𝑖 − 𝑑𝑖
)2 d𝑡 − ∫𝑉

𝜆𝑖(𝜌𝜕2𝑡𝑡𝑠𝑖 − 𝜕𝑗𝑇𝑖𝑗 − 𝑓𝑖) d3𝑥𝑖

)

d𝑡, (10)

where 𝜆𝑖(𝐱, 𝑡) is the Lagrange multiplier. Following [31], the variation 
of the action is taken after a few algebraic adjustments to Eq. (10). The 
first is implementing the isotropic constitutive relationship Eq. (4) to 
uncover the elastic tensor. Here, the variation is represented by the 
symbol 𝛿 next to a physical field (e.g., 𝛿𝑠𝑖(𝐱, 𝑡)), and should not be 
confused when it is implemented as the Dirac delta applied to a physical 
coordinate (i.e., 𝛿(𝐱−𝐱𝐫 )). After, several terms are integrated, involving 
spatial and temporal derivatives of both 𝑠𝑖 and 𝛿𝑠𝑖 by parts. In addition, 
the boundary condition, Eq. (5), and initial conditions, Eq. (6), are also 
perturbed. The result of this is a modified version of Eq. (10) as
𝛿𝜒1 =

(

𝑑𝑀𝑖 − 𝑑𝑖
)

𝛿(𝐱 − 𝐱𝑟)𝛿𝑠𝑖, (11)

𝛿𝜒2 = 𝛿𝜌𝜆𝑖𝜕
2
𝑡𝑡𝑠𝑖 + (𝜕𝑖𝜆𝑗 )𝛿𝑐𝑖𝑗𝑘𝑙(𝜕𝑘𝑠𝑙) − 𝜆𝑖𝛿𝑓𝑖, (12)

𝛿𝜒3 = −
[

𝜌𝜕2𝑡𝑡𝜆𝑖 − 𝜕𝑗 (𝑐𝑖𝑗𝑘𝑙𝜕𝑘𝜆𝑙)
]

𝛿𝑠𝑖, (13)

𝛿𝜒4 = −𝑛𝑖𝑐𝑖𝑗𝑘𝑙(𝜕𝑗𝜆𝑘)𝛿𝑠𝑙 , (14)

𝛿𝜒5 = −𝜌
[

𝜆𝑖𝜕𝑡𝛿𝑠𝑖 − (𝜕𝑡𝜆𝑖)𝛿𝑠𝑖
]

, (15)

where 

𝛿𝜒 = 1
2
∑

∫

[

∫

𝑇
(

𝛿𝜒1 + 𝛿𝜒2 + 𝛿𝜒3 + 𝛿𝜒4
)

d𝑡 +
[

𝛿𝜒5
]

𝑇

]

d𝑥3𝑖 , (16)

𝐱𝐫 𝑉 0
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where the notation [⋅]𝑇  indicates that the bracketed function is eval-
uated at the end time 𝑇 . Following [31], if the variation in model 
parameters is disregarded (i.e., 𝛿𝜌 = 𝛿𝑐𝑖𝑗𝑘𝑙 = 𝛿𝑓𝑖 = 0), the variation 
of action is stationary in Eq. (16) with respect to perturbations in 
displacement 𝜕𝑠𝑖 as long as the Lagrange multiplier 𝜆𝑖(𝐱, 𝑡) satisfies 
𝜌𝜕2𝑡𝑡𝜆𝑖 − 𝜕𝑗 (𝑐𝑖𝑗𝑘𝑙𝜕𝑘𝜆𝑙) =

∑

𝐱𝑟

(

𝑑𝑀𝑖 − 𝑑𝑖
)

𝛿(𝐱 − 𝐱𝑟). (17)

The other terms in Eq. (16) are the boundary condition (Eq. (14)) 
𝛿𝜒4 = 0  on 𝜕𝑉 , (18)

and end of time conditions (Eq. (15)) 
𝜆𝑖(𝐱, 𝑇 ) = 0  and 𝜕𝑡𝜆𝑖(𝐱, 𝑇 ) = 0, (19)

which allows Eq. (16) to be further simplified to 

𝛿𝜒 = −∫

𝑇

0 ∫𝑉

[

𝛿𝜌 𝜆𝑖𝜕
2
𝑡𝑡𝑠𝑖 + (𝜕𝑖𝜆𝑗 ) 𝛿𝑐𝑖𝑗𝑘𝑙 (𝜕𝑘𝑠𝑙) − 𝜆𝑖𝛿𝑓𝑖

]

d3𝑥𝑖d𝑡, (20)

which is a direct relationship between the perturbed model parameters 
and the changes in the misfit function as well as the numerically mod-
eled forward wavefields 𝑠𝑖, which are evaluated by a wave equation 
simulator, and the Lagrange multiplier as a wavefield 𝜆𝑖.

2.3.1. Adjoint wavefields and sources
The adjoint wavefield is defined as 

𝑟†𝑖 (𝐱, 𝑡) ≡ 𝜆𝑖(𝐱, 𝑇 − 𝑡). (21)

It is apparent that 𝑟†𝑖  is the time-reversed version of the Lagrange 
wavefield. Replacing 𝜆𝑖 with 𝑟†𝑖 , the following equations are redefined 

𝜌𝜕2𝑡𝑡𝑟
†
𝑖 − 𝜕𝑗𝑇

†
𝑖𝑗 =

∑

𝑟

(

𝑑𝑀𝑖 (𝐱𝑟, 𝑇 − 𝑡) − 𝑑𝑖(𝐱𝐫 , 𝑇 − 𝑡)
)

𝛿(𝐱 − 𝐱𝑟), (22)

where 𝑇 †
𝑖𝑗 is the adjoint stress. It is related to the adjoint wavefield by 

𝑇 †
𝑖𝑗 = 𝑐𝑖𝑗𝑘𝑙𝜕𝑘𝑠

†
𝑙 . (23)

The adjoint wave equation, Eq. (22), is subjected to the free-surface 
boundary condition 
𝑛𝑗𝑇

†
𝑖𝑗 = 0 on 𝜕𝑉 , (24)

as well as the initial conditions 
𝑟†𝑖 (𝐱, 0) = 0  and 𝜕𝑡𝑟

†
𝑖 (𝐱, 0) = 0. (25)

It is apparent that the forward wavefield 𝑠𝑖 and adjoint wavefield 𝑟†𝑖
are governed by the same wave equation with an exception. While 𝑠𝑖 is 
influenced by the source term 𝑓𝑖, 𝑟†𝑖  is influenced by the time-reversed 
differences (i.e., ‘‘residuals’’) between the forward modeled wavefields 
and experimental signals in Eq. (22), which are the adjoint sources 
𝑓 †
𝑖 =

(

𝑑𝑀𝑖 (𝐱𝑟, 𝑇 − 𝑡) − 𝑑𝑖(𝐱𝐫 , 𝑇 − 𝑡)
)

𝛿(𝐱 − 𝐱𝑟). (26)

Tromp et al. [31] discussed that post-processing usually occurs when 
forming adjoint sources; this will also be the case in the ARTM frame-
work. The post-processing implemented to form the adjoint sources will 
be discussed later within Section 3.6.

2.3.2. Sensitivity kernels
Continuing with [33], Eq. (20) is further refined using the adjoint 

wavefield definition and the following substitutions 𝛿 ln 𝜌 = 𝛿𝜌∕𝜌 and 
𝛿 ln 𝑐𝑖𝑗𝑘𝑙 = 𝛿𝑐𝑖𝑗𝑘𝑙∕𝑐𝑖𝑗𝑘𝑙 (interpreted element-by-element) 

𝛿𝜒 = ∫𝑉

[

(

𝛿 ln 𝜌𝐾𝜌 + 𝛿 ln 𝑐𝑖𝑗𝑘𝑙 𝐾𝑖𝑗𝑘𝑙
)

+ ∫

𝑇

0
𝑟†𝑖 𝛿𝑓𝑖 d𝑡

]

d3𝑥𝑖. (27)

The two new terms, scalar 𝐾𝜌 and tensor 𝐾𝑖𝑗𝑘𝑙, are the finite-frequency 
sensitivity kernels with respect to density and the 4th-order stiffness 
tensor. The deviation in the source is not of interest within this par-
ticular study, although it is a key component of the FWI process. 
4 
For this study, only the perturbation of material properties will be 
considered [33] 

𝛿𝜒 = ∫𝑉

[

𝛿 ln 𝜌𝐾𝜌 + 𝛿 ln 𝑐𝑖𝑗𝑘𝑙 𝐾𝑖𝑗𝑘𝑙
]

d3𝑥𝑖. (28)

These kernels are assembled from the forward and adjoint wavefield 
terms as well as the deviation in the 𝛿𝜌 and 𝛿𝑐𝑖𝑗𝑘𝑙 model parameters, 
i.e., 

𝐾𝜌(𝐱) = −𝜌∫

𝑇

0
𝑟†𝑖 𝜕

2
𝑡𝑡𝑠𝑖 d𝑡, (29)

and 

𝐾𝑖𝑗𝑘𝑙(𝐱) = −∫

𝑇

0
𝜕𝑖𝑟

†
𝑗 𝜕𝑘𝑠𝑙 d𝑡. (30)

The two kernels are analogous to imaging conditions for RTM, as they 
involve a cross-correlation of a forward wavefield and a correspond-
ing time-reversed adjoint wavefield to locate a deviation in material 
parameters. In this paper, 𝐾𝜌 is implemented during each study, and 
𝐾𝑖𝑗𝑘𝑙 is further refined and not implemented in tensorial form.

To modify 𝐾𝑖𝑗𝑘𝑙, an isotropic material assumption is made based on 
the following constitutive relationship 
𝑐𝑖𝑗𝑘𝑙 = (𝜅 − 2𝜇∕3) 𝛿𝑖𝑗𝛿𝑘𝑙 + 𝜇(𝛿𝑘𝛿𝑗𝑙 + 𝛿𝑖𝑙𝛿𝑗𝑘), (31)

where 𝜅 and 𝜇 are the bulk and shear modulus, respectively. This 
expression is first used to replace the tensorial sensitivity kernel 𝐾𝑖𝑗𝑘𝑙
in Eq. (28) with two scalar sensitivity kernels for 𝜅 and 𝜇, 𝐾𝜅 = 𝐾𝜅 (𝐱)
and 𝐾𝜇 = 𝐾𝜇(𝐱), respectively 

𝛿𝜒 = ∫𝑉

[

𝐾𝜌 𝛿 ln 𝜌 +𝐾𝜇 𝛿 ln𝜇 +𝐾𝜅 𝛿 ln 𝜅
]

d3𝑥𝑖, (32)

where the model parameter substitution, 𝛿 ln 𝜅 = 𝛿𝜅∕𝜅 and 𝛿 ln𝜇 =
𝛿𝜇∕𝜇, are given by 

𝐾𝜅 = −𝜅 ∫

𝑇

0
𝜕𝑖𝛿𝑟

†
𝑖 𝜕𝑗𝑠𝑗 d𝑡, (33)

and 

𝐾𝜇 = −2𝜇 ∫

𝑇

0
𝐷†

𝑖𝑗 𝐷𝑖𝑗 d𝑡, (34)

where 

𝐷𝑖𝑗 =
1
2
[𝜕𝑖𝑠𝑗 + 𝜕𝑗𝑠𝑖] −

𝛿𝑖𝑗
3
𝜕𝑘𝑠𝑘, (35)

and 

𝐷†
𝑖𝑗 =

1
2
[𝜕𝑖𝛿𝑟

†
𝑗 + 𝜕𝑗𝛿𝑟

†
𝑖 ] −

𝛿𝑖𝑗
3
𝜕𝑘𝛿𝑟

†
𝑘, (36)

are the traceless strain deviator and its corresponding adjoint, re-
spectively, and 𝛿𝑖𝑗 is the Kronecker delta function [24]. Weighted 
combinations of Eqs.  (33) and (34) lead to expressions for longitudinal 
𝑉𝑝 and shear 𝑉𝑠 wave speed kernels

𝐾𝑉𝑝 = 2 (1 + 4𝜇∕3𝜅)𝐾𝜅 , (37)

𝐾𝑉𝑠 = 2
(

𝐾𝜇 − (4𝜇∕3𝜅)𝐾𝜅
)

. (38)

These two kernels with respect to wave speed are a map of the wave 
speed variation in a domain of interest. For NDE purposes, it will 
highlight regions that deviate with respect to each parameter. Finally, 
to encapsulate the effects of all variations in a model, an alternative 
density kernel 𝐾 ′

𝜌 [23] can be computed by 

𝐾 ′
𝜌 = 𝐾𝜌 +𝐾𝜅 +𝐾𝜇 . (39)

The kernel is also named the impedance kernel [24] due to its equiv-
alence with longitudinal- and shear-wave impedance. The impedance 
kernel provided the optimal image due to the canceling of large-scale 
artifacts from individual kernels used in its evaluation [24].

From a theoretical perspective, the difference between each of these 
images is the specific material property deviation they represent. For 
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FWI implementations, specific kernels are implemented to iteratively 
refine an estimate of a specific parameter. When implemented in an 
ARTM scheme, they only characterize the deviation, as the exact ma-
terial properties are not required for sizing and location. In prior 
geophysics-based ARTM implementations, the purpose was determining 
the locations and borders of reflectors in the Earth [23]. This is similar 
to NDE goals: determining locations of scatterers in a structure with 
known material properties.

2.4. Total focusing method

This study uses a standard TFM [10] as a baseline to compare with 
ARTM regarding defect imaging in the steel specimen. Both methodolo-
gies consider all source-receiver combinations within the FMC, which 
leads to relevant comparisons. Previous studies demonstrate that classi-
cal acoustic RTM has advantages in accuracy and shape reconstruction 
over standard TFM [1,17,35].

The TFM algorithm uses signals for each source-receiver pair in an 
FMC, where 𝑁𝑠 and 𝑁𝑟 are the total number of sources and receivers, 
respectively. The imaging domain may be represented as 1-D compo-
nents of pixel locations 𝒙 = [𝑥, 𝑧] forming a two-dimensional (2-D) 
image 𝐼𝑇𝐹𝑀 (𝒙). Physical image positions of a particular source in the 
FMC may be represented as the points 𝐱𝐬 while for a particular receiver 
may be represented as 𝐱𝐫 . The distance from the source 𝐱𝐬 to all pixels 
within the 2-D imaging domain 𝒙 may be represented by a 2-D matrix 
s(𝐱𝐬, 𝐱) the same size as the final image. Likewise, for a receiver 𝐱𝐫 this 
distance to all pixels in the image 𝒙 may be represented by r(𝐱, 𝐱𝐫 ). 
These tables were evaluated using Eq. (40) in terms of the Euclidean 
distance metric, ‖𝑝‖ =

√

𝑝𝑖𝑝𝑖 ∶

s

(

𝐱𝐬, 𝐱
)

= ‖𝐱𝐬 − 𝐱‖  and r

(

𝐱, 𝐱𝐫
)

= ‖𝐱 − 𝐱𝐫‖. (40)

When divided by the longitudinal wave speed, these distances represent 
the elapsed two-way travel time  (𝐱𝐬, 𝐱, 𝐱𝐫 ) for a longitudinal wave to 
travel from source 𝐱𝐬 to a scatterer within 𝐱 and back to receiver 𝐱𝐫


(

𝐱𝐬, 𝐱, 𝐱𝐫
)

=
s

(

𝐱𝐬, 𝐱
)

+r

(

𝐱, 𝐱𝐫
)

𝑉𝑝
, (41)

where 𝑉𝑝 is a homogeneous background longitudinal wave speed.
Eq. (41) effectively models a 2-D space filled with travel times from 

𝐱𝐬 to each pixel and back 𝐱𝐫 . The 3-D data cube of signals for the 
corresponding source and receiver data volume for an FMC is referred 
to as (𝐱𝐬, 𝐱𝐫 ,  ). For each pixel in the domain, the signals may be 
referenced, assigning a magnitude to each pixel based on  . Repeating 
this action across all source and receiver combinations for the domain 
𝐱 generates a 2-D image 𝐼𝑇𝐹𝑀 (𝐱), 

𝐼𝑇𝐹𝑀 (𝐱) =
∑

𝐱𝐬

∑

𝐱𝐫

(

𝐱𝐬, 𝐱𝐫 , 𝑡
)

|

|

|

|

|

|𝑡=
(

𝐱𝐬 ,𝐱,𝐱𝐫
)

, (42)

where the double summation of 𝐱𝐬 and 𝐱𝐫 is over all FMC source and 
receiver positions.

3. Methodology

The ARTM process is applied to three different domains to bench-
mark the algorithm’s performance: (1) numerically generated signals 
from a synthetic model of the steel block with holes, (2) experimental 
signals obtained from the real steel block with holes, and (3) exper-
imental signals obtained from the aluminum block with holes. This 
section introduces the specimens being examined, describes the data 
acquisition parameters, and outlines key computational details.
5 
Table 1
Specimen dimensions and assumed physical properties.
 Specimen inspected Steel Aluminum 
 Length (mm) 154.8 300.0  
 Width (mm) 31.8 20.0  
 Height (mm) 31.8 300.0  
 𝐸 (GPa) 205 68.9  
 𝜈 0.29 0.33  
 𝜌 (Mgm−3) 7.85 2.7  
 𝑉𝑝 (km s−1) 5.89 6.15  
 𝑉𝑠 (km s−1) 3.20 3.10  
 𝜆𝑙 (mm) 1.18 2.05  
 𝜆𝑠 (mm) 0.64 1.03  

Table 2
Steel block hole dimensions and positions.
 Hole number: 1 2 3 4 5 6  
 Distance from left side to center (mm) 45.6 61.9 74.3 85.8 96.5 106.7  
 Distance from surface to hole edge (mm) 13.3 14.3 14.9 15.3 15.5 15.7  
 Hole diameter (mm) 5.2 3.2 2.0 1.2 0.8 0.4  
 Hole diameter in wavelengths 8.13𝜆𝑠 5.00𝜆𝑠 3.13𝜆𝑠 1.89𝜆𝑠 1.25𝜆𝑠 0.63𝜆𝑠 

3.1. Data acquisition and specimen description

Two specimens were examined in this study. The first specimen 
is a steel block with multiple side-drilled holes that decrease in size, 
presented in Fig.  1(a). Applying ARTM-enabled ultrasound NDE to this 
specimen allows an analysis of algorithmic performance to identify 
defect sizing and position. The second specimen is shown in Fig.  1(b). 
It contains side-drilled holes in the formation of ‘‘AOS’’. The ARTM-
based NDE of this specimen allows an analysis of the algorithm’s 
performance in sizing holes further from the transducer aperture and 
partially occluded from the surface. The geometries and estimated 
material properties of the two specimens are outlined in tabular format. 
Regarding the steel block, the dimensions are outlined in Table  1 while 
the hole geometries and positions are described within Table  2. These 
geometries were obtained by measuring the specimen with calipers, 
which allowed the hole positions and diameters to be characterized 
within ± 0.1 mm. For the aluminum block, the geometry is outlined 
in Table  1. The aluminum block’s whole domain is not of interest 
in this application. The holes that are being examined are known to 
be within a 100 mm × 60 mm region underneath the transducer. The 
hole positions can be correlated using the image presented in Fig. 
2(b). Their approximate size is also estimated to be 1 mm in diameter. 
When compared to the estimated wavelength in Table  1, the holes are 
approximately 𝜆𝑠 in size.

The estimated longitudinal wave speed (𝑉𝑝) and shear wave speed 
(𝑉𝑠) for the aluminum and steel blocks are evaluated using the follow-
ing equations 

𝑉𝑝 =

√

𝐸(1 − 𝜈)
𝜌(1 + 𝜈)(1 − 2𝜈)

 and 𝑉𝑠 =
√

𝐸
2𝜌(1 + 𝜈)

, (43)

and the material properties presented in and presented in Table  1 [36]. 

The ultrasound data acquisition was performed at Advanced OEM 
Solutions (AOS) using the Pioneer 128/128 FMC & PAUT Instrument. 
Both specimens had ultrasound signals acquired from their domain 
with linear phased-array transducers. The transducer is in contact with 
the top surface of the specimens, as depicted in Figs.  2(a) and 2(b). 
Note that the aluminum block dataset (Fig.  2(b)) contains two ‘‘dead’’ 
elements that are neglected in ARTM and TFM applications. Ultrasound 
couplant is placed between the surface of the block and the transducer. 
The transducers each operate under the format of an FMC in reflective 
mode, producing a table of signals equivalent to a 128 × 128 × 1500 
data cube. The first dimension is associated with each source excitation, 
while the second corresponds to each receiver, and the third is time. 
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Fig. 1. (a) Steel block with decreasing hole size. (b) Aluminum block with ‘‘AOS’’ hole pattern.
Fig. 2. Data acquisition for steel (a) and aluminum (b) blocks. Shots in the FMC for steel (c) and aluminum (d) datasets.
This expression is equivalent to the 𝑑𝑧(𝐱𝑟, 𝑡) mentioned in Section 2.3.1. 
Since the transducers were placed by hand in contact with the surface, 
the repeatability of generating this exact dataset is not guaranteed; 
however, if the transducers were placed in the same region as during 
this study, the same defects would be presented in the final image. 
If higher precision is required, such transducers can also be imple-
mented using mechanical arms, which can provide improved accuracy 
for source placement if an application requires it. A large number of 
sources induces a large computational burden on ARTM, as forward 
and adjoint simulations are required for each source excitation. If the 
number of transducers were to be lowered, the authors predict that the 
quality of the method would falter similarly to that of TFM. To limit 
the scope of this study, the number of transducers in the acquisition 
remains constant. A future study could benchmark the method with 
TFM for imaging with fewer transducers.

3.2. Solver environment

The ARTM process incorporated the open-source spectral-element 
solver SPECFEM2D [31,37], published under the GPL3 license, and the 
Python framework SeisFlows. The frameworks functioned in tandem 
to generate forward wavefields 𝑠𝑖(𝐱, 𝑡), adjoint wavefields 𝑟†𝑖 (𝐱, 𝑡), and 
kernels 𝐾 , 𝐾 , 𝐾 , and 𝐾 ′ .
𝜌 𝑉𝑝 𝑉𝑠 𝜌

6 
3.2.1. Overview of SPECFEM2D
SPECFEM2D serves as the wave-equation solver to generate (1) 

forward wavefields, (2) wavefields, and (3) kernels for density, longitu-
dinal and shear wave speeds, and impedance with Eqs.  (29), (37) and 
(39). With several kernels, they may be evaluated to determine which 
produces the best image for NDE of side-drilled holes with the best 
SNR. SPECFEM2D is a spectral-element solver based on the Galerkin 
approach. It is widely implemented within seismology studies yet has 
seen significantly less exploration within the NDE community. It is com-
patible with parallel computing and graphical processing units (GPUs) 
and can even model coupled acoustic-elastic domains. When modeling 
wave propagation in SPECFEM2D, two conditions are maintained. First, 
mesh coarseness is dictated by the number of points per wavelength, 
which is advised to be greater than 5.5 for longitudinal wavelengths 
(i.e., 𝜆𝑙) in acoustic material and 4.5 per shear wavelength (i.e., 𝜆𝑠) 
in elastic material. These mesh density criteria are advised by the 
SPECFEM2D manual. Using a mesh density of less than the suggested 
values will result in inaccuracies in the wavefield calculations, while 
using more will result in very good accuracy and will take longer to 
compute wavefields. From [38], it is concluded from their study of 
the elastic spectral element method that 4.5 points per wavelength 
are required to limit the effects of numerical dispersion. An aspect to 
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Table 3
Linear phased-array transducer properties.
 Specimen inspected Steel Aluminum 
 Number of elements 128 128  
 Pitch (mm) 0.6 0.8  
 Aperture (mm) 72.6 102.4  
 Frequency (MHz) 5 3  
 Sampling rate (MHz) 50.0 50.0  
 Time step length (ns) 20 20  
 Total time steps 1500 1500  
 Acquisition time (μs) 30.0 30.0  

note is that each spectral element has four associated Gauss–Lobatto-
Legendre (GLL) points. The final images and wavefields generated by 
SPECFEM2D have 4x the number of pixels in each direction when four 
GLL points are implemented [31]. Another requirement that should 
be considered is the Nyquist sampling theorem, which states that to 
accurately reconstruct the solutions to the wavefield in a domain, the 
grid sizing is at most double the desired resolution in each direction. 
This will be reiterated when discussing the mesh sizes for each study. A 
Courant–Friedrichs–Lewy (CFL) stability condition is recommended to 
be kept below 0.5 and must remain below 1.0, limiting the allowable 
simulation time step size. The 2-D Courant number, 𝐶, is evaluated as 

𝐶 = 𝑑𝑡 𝑉𝑝
( 1
𝑑𝑥

+ 1
𝑑𝑧

)

< 0.5, (44)

where 𝑑𝑥 and 𝑑𝑧 are the element sizes in 𝑋 and 𝑍 respectively and 
𝑑𝑡 is the time step length. For the overall simulation stability, Eq. (44) 
is evaluated at the minimum grid size and largest longitudinal wave 
speed. These criteria are automatically calculated within the solver 
and displayed to the user. SPECFEM2D is capable of simulating wave 
propagation in both heterogeneous and homogeneous backgrounds; 
however, in this study, the background is assumed to be homogeneous. 
SPECFEM2D currently supports both isotropic and anisotropic wave 
modeling; more information may be found within [31].

3.2.2. Overview of SeisFlows
Because 128 source excitations occur in each case, a framework 

was implemented to simultaneously perform wavefield simulations for 
individual sources, as manually interacting with SPECFEM2D for each 
source excitation would be cumbersome. The Python-based SeisFlows 
inversion framework [39,40] was implemented to accomplish this by 
launching several instances of SPECFEM2D in a parallel MPI format. 
Normally, SeisFlows is implemented to carry out the FWI methodology, 
which involves the evaluation of the sensitivity kernels. Because ARTM 
is not a full waveform inversion method, it is stopped after the first 
kernel evaluation. A future study could potentially explore the use of 
the SeisFlows FWI framework to iteratively improve images.

3.3. Mesh and simulation parameters

SPECFEM2D was implemented to generate both forward and adjoint 
wavefields, 𝑠𝑖(𝐱, 𝑡) and 𝑟𝑖 † (𝐱, 𝑡), required for generating ARTM images 
using the kernel equations outlined in Section 2.3.2. The mesh sizes 
are compliant with the number of points per wavelength restrictions. In 
this study, three different simulations were devised, two for defect-free 
models of steel and aluminum blocks, and a final one for the defect-
containing steel block for numerical data generation. Table  4 outlines 
the parameters for each simulation.  For the steel and aluminum blocks, 
the internal mesher packaged with SPECFEM2D was used to build 
the mesh out of rectangular elements with material characteristics 
consistent with the wave speed and density estimates outlined in Table 
1. The mesh size is slightly larger in length than the scanning region. 
This is because three elements on the left, right, and bottom of the 
domains are designated as the perfectly matched layer (PML) [41,42]. 
Absorbing boundary conditions are implemented because the true edge 
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Table 4
Simulation and mesh parameters.
 Simulation Steel Defected Steel Aluminum 
 Length, 𝑋 (mm) 80.0 154.8 110.0  
 Height, 𝑍 (mm) 31.8 31.8 60.0  
 Elements in 𝑋 400 – 300  
 Elements in 𝑍 160 – 180  
 Element size (𝑋) (mm) 0.200 – 0.366  
 Element size (𝑍) (mm) 0.199 – 0.333  
 Points per 𝜆𝑠 4.795 4.67 5.06  
 𝑑𝑡 (nm) 2.5 0.48 4.0  
 𝑁𝑇 6000 31250 7500  
 𝑇  (𝜇𝑠) 15 15 30  
 Courant Number 0.43 0.49 0.43  

of the domain is often significantly further than the edges described in 
the simulation and ultrasound signal. PML allows a reduction in mesh 
size and improved computational efficiency.

The sizing of the elements in the domain is constrained by two 
aspects: (1) the Nyquist spatial frequency and (2) the suggested 4.5 
points per 𝜆𝑠. The pixel sizes must be small enough to detect a defect 
of size 𝑛. The Nyquist theorem requires that the element size should 
be no greater than 𝑛∕2. The smallest defect size within the steel block 
is a 0.4 mm diameter circle, meaning that the size of elements in the 
steel block model should be at most 0.2 mm × 0.2 mm. As indicated in 
Table  4, the size of the element satisfies this requirement for the steel 
block model. Specifically, the size of an element in both 𝑋 and 𝑍 is less 
than or equal to 0.2 mm. In addition, the number of points per 𝜆𝑠 must 
be greater than 4.5; this information is presented when the model is 
implemented in SPECFEM2D. As indicated in Table  4, this requirement 
is satisfied for the steel block model. The model used in the aluminum 
block study must also satisfy the element sizing requirements. The de-
fect size in the aluminum block is 1.0 mm diameter, meaning the mesh 
must have a resolution of at most 0.5 mm×0.5 mm. Referring to Table  4 
reveals that the resolution requirements are satisfied, as the size of an 
element is 0.366 mm by 0.333 mm. In Table  4, the requirement of 4.5 
point per 𝜆𝑠 is satisfied based upon the value presented in SPECFEM2D 
when modeling the aluminum block. Regarding the numerical defected 
model, it would be cumbersome to define regions where the circular 
holes would be using SPECFEM2D’s internal mesher interface. Instead, 
an external program was utilized to generate the mesh.

3.4. Numerical data acquisition of steel block

SPECFEM2D allows the usage of an externally generated mesh in 
its framework, which in this study is from Gmsh. This mesh satisfies 
the hole geometries described in Table  2. The material properties for 
steel are kept consistent with the estimated properties outlined in Table 
1. The acquisition geometry is tailored to match the experimental 
data acquisition. Sources and receivers are inserted into the top of the 
domain representing an FMC in the domain that mimics the properties 
of the 5 MHz transducer shown in Table  3 as well as the location shown 
in Fig.  2(a). The result is the model depicted in Fig.  3. The STF used 
when simulating wave propagation is in the format of a 5 MHz center 
frequency Ricker wavelet; this matches the source frequency of the 
physical transducer and creates a small few peaks in the numerically 
generated signals. Another difference between the numerically modeled 
and the experimental ultrasound data is the number of time steps 𝑁𝑇
and the sampling rate 𝑓𝑠, depicted in Table  4. The reason why this 
numerical model requires a much finer temporal sampling scheme is 
to satisfy the CFL stability criterion. Elements surrounding the smallest 
hole (shown in Fig.  3) are very small, impacting the Courant number. 
With these properties, signals equivalent to a 128 × 128 × 31250 
data cube are generated as 𝑑𝑖(𝐱𝐬, 𝐱𝐫 , 𝑡) representing ultrasound signals 
obtained from the steel block.
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Fig. 3. Externally generated mesh in Gmsh application.
3.5. Image quality analysis

Image quality will be determined by examining the hole sizes and 
locations in the ARTM- and TFM-generated images in comparison to 
the known values. Characterizing hole edges is required to estimate an 
accurate hole size, and in certain cases where the background noise is 
too high, it may be too difficult to discern the defect characteristics. In 
this study, the defect sizes will be determined with the assistance of an 
SNR metric using the following whole-image expression [43] 

SNR = 20 log10
(

|𝐼|𝑚𝑎𝑥
|𝐼|𝑀𝑒𝑎𝑛

)

, (45)

where |𝐼|𝑚𝑎𝑥 represents the peak signal of a defect, and |𝐼|𝑀𝑒𝑎𝑛 rep-
resents the mean noise value within the image, found by taking the 
mean value of the signals within the image without the known defects. 
For the steel block, the noise is derived from the region between 𝑧 =
[−8, 8] mm within the image, while for the aluminum block images, the 
analysis will consider the full image without defects. For analysis of 
holes in the steel block, the local region near the expected defect will 
be presented, ranging from 8 mm × 8 mm to 4 mm × 4 mm centered on 
the expected defect location with the region becoming smaller for the 
smallest holes.

For each imaging method, the 𝐼𝑀𝑒𝑎𝑛 will be determined first, as 
well as the SNR for each of the holes in the steel block. Where the 
SNR of the hole does not exceed 20 dB, the conclusion is that it is not 
possible to accurately determine the defect size because the noise and 
signal levels in the region near the defect are too similar. For images 
with holes exhibiting an SNR of at least 20 dB, a size will be estimated 
algorithmically. This is accomplished by establishing the defect’s left, 
right, bottom, and top edges. This is detecting the left, bottom, right, 
and top pixels that satisfy an SNR that is at least 70% of the maximum 
SNR for that particular hole. After these pixels are determined, four 
‘‘edges’’ are drawn around where the estimated defect location is, and 
their lengths are considered the length and height of the defect. The 
distance from the topmost edge to the surface of the block is considered 
the ‘‘depth’’ of the detected defect.

For the aluminum block, only the estimated size is known for the 
defects. Considering that the steel block provides a more rigorous test 
for accurately determining defect sizes, the aluminum block will only 
be analyzed by the SNR metric of the entire image.
8 
3.6. Ultrasound signal processing

Before the ultrasound data are used in the imaging methodologies, 
the adjoint sources 𝑓 †

𝑖  must first be evaluated for each source-receiver 
combination in the FMC for all time. Ideally, 𝑓 †

𝑖  may be evaluated by 
implementing Eq. (26); further, this is an imperfect process in reality. 
An aspect of adjoint-source evaluation is that these data conditions op-
erations consisting of filtering and windowing are usually applied [31]. 
In this application, a filtering scheme is implemented to remove the 
‘‘direct arrivals’’ from the dataset. Because these direct arrivals near the 
phased-array aperture are significantly higher in magnitude than the re-
flected waves from defects, they will cause large artifacts within ARTM 
images near the phased-array aperture. This heavily incentivizes the use 
of filtering techniques to remove the direct arrivals before generating 
adjoint wavefields using a wave-equation simulator, e.g., SPECFEM2D. 
To ensure a valid comparison, the filtered data are also implemented 
in the TFM algorithm for consistency.

3.6.1. Ultrasound signal processing: Numerical steel
Ultrasound signals are obtained from the defect-free model de-

scribed in Table  4 while defect-containing signals are obtained using 
the externally generated mesh in Fig.  3. The data sizes between these 
two must be consistent for the adjoint source to be calculated. To allow 
this, the 128 × 128 × 31250 data cube described in Section 3.4 is 
subsampled to a 𝑑𝑡 of 2.5 ns from 0.48 ns resulting in a 128 × 128 × 6000 
data volume. An example evaluation for source 12 in the 5 MHz phased-
array is presented in Fig.  4 with the location is approximately shown in 
Fig.  5. A direct subtraction between Figs.  4(a) and 4(b) results in Fig. 
4(c). However, due to the different mesh resolutions and 𝑑𝑡 size, direct 
arrival residuals are left. This can be removed through linear move-out 
(LMO) filtering because the direct arrivals propagate away from the 
source location as a linear band. The result after filtering is presented 
in Fig.  4(d). The LMO filtering process is repeated for each source 
in the phased array. A final processing step is a time-zero correction 
that advances the data forward by 0.2 μs. The intent is to better align 
the source waveform with the distance calculation, allowing TFM to 
place more of the energy directly on the edge of the defect instead of 
delaying below it. To determine imaging accuracy, omitting this step 
would result in TFM producing an image with defects deeper than they 
are in the model.
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Fig. 4. Space–time signals for source 12 in numerical 5 MHz phased-array from (a) Defect-free and (b) Defect-containing models. (c) The adjoint source evaluated from (a) and 
(b). (d) The filtered adjoint source.
Fig. 5. 2D steel block diagram.
3.6.2. Ultrasound signal processing: Experimental steel
For cases with experimental data, the adjoint sources are formed 

using ultrasound data collected from the phased-arrays. In the numer-
ical case, direct implementation of Eq. (26) without filtering would 
leave high-amplitude direct arrivals that would cause large image 
artifacts if not addressed. In addition, a linear move-out correction 
would not remove the direct waves presented in Fig.  6(a) for source 
64 in the experimental dataset from the 5 MHz phased-array. The exact 
amplitude units for this data provided by AOS are unknown, so the data 
are normalized prior to filtering and implementation.

Processing steps for these data include applying time-gating and 
frequency–wavenumber filtering algorithms to reduce the presence of 
direct arrivals in the image. Fig.  6(b) presents the ultrasound data 
within the frequency–wavenumber domain (only showing positive fre-
quencies). The regions underneath the black dashed lines are the 
coherent noise removed during the filtering process. Fig.  6(c) shows 
ultrasound data presented in Fig.  6(a) with a time-gating filter, and Fig. 
6(d) shows the fully filtered signals after filtering of direct arrivals. The 
trade-off of this approach is that it removes some useful signals that 
may be within the similar frequency–wavenumber threshold, which 
can be observed by comparing Figs.  6(b) and 6(d). However, a large 
portion of the reflected signal from defects is preserved. A final change 
to the adjoint sources before implementation in ARTM is aligning it 
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with the STF implemented in the forward model. This involves shifting 
the dataset forward by 0.03 μs. Similarly, the TFM will have its signal 
shifted forwards by 0.52 μs. One final notable aspect is that the original 
dataset is 30 μs long and is time-gated down to 15 μs, which is shortly 
after the back wall reflection.

3.6.3. Ultrasound signal processing: ‘‘noisy’’ experimental steel
The third case study involves taking the previously filtered data in 

Section 3.6.2 and artificially reducing the signal SNR by increasing the 
root mean squared amplitude of the Gaussian noise added to the data. 
The SNR of a dataset is also evaluated using a modified version of 
Eq. (45)

SNR = 20 log10
(

|𝑑𝑖|𝑚𝑎𝑥
|𝑑𝑖|𝑀𝑒𝑎𝑛

)

. (46)

where |𝑑𝑖|𝑚𝑎𝑥 is the maximum signal in the data, which in this case 
is treated as the reflection from the largest hole, and |𝑑𝑖|𝑀𝑒𝑎𝑛 is the 
average noise. The goal is to generate a dataset with an 𝑆𝑁𝑅 < 20 dB. 
This is accomplished by adding random noise to the entire dataset using 
MATLAB’s ‘‘randn’’ function, omitting the region in the data where the 
initial zero filter is applied. Since the units of the signal are known, 
it is first normalized to the largest magnitude in that particular shot, 
which will be from the back wall. Notably, the maximum signal taken 
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Fig. 6. Example filtering of 5 MHz ultrasound data for source 64. (a) Unfiltered time-domain signals and (b) frequency–wavenumber signals and filtering zone. (c) The time-domain 
signals with time gating. (d) The fully filtered adjoint source.
from this calculation is from the largest hole rather than the back wall, 
as that is a signal that is of interest. Fig.  7 shows different elements 
from the noise addition process. Fig.  7(a) presents the filtered and 
normalized ultrasound data from Section 3.6.2 for source 1. Fig.  7(b) 
shows the random noise added to Fig.  7(a) to produce Fig.  7(c), which 
is the noised data. Here, Fig.  7(b) is normalized by the magnitude of the 
backwall reflection in the same image. Within Fig.  7(c), the back wall 
reflection at ≈ 11.3 μs while the first hole reflection at ≈ 5.0 μs is barely 
visible. Fig.  7(d) presents the extracted 1-D signal from receiver 18 in 
Fig.  7(c). This process is repeated for every shot in the FMC, resulting in 
128 different slices of ‘‘noisy’’ ultrasound data. The SNR of the dataset 
is approximate, as the true background noise is not discernible since 
perfectly removing the signal from the dataset would be impossible. An 
approximation of the background noise may be made by examining the 
average absolute noise and the maximum signal in the image (i.e., 𝑑𝑚𝑎𝑥
in Fig.  7(a)), not counting the back wall reflection. This reflected signal 
is from the largest hole, which is ≈ 0.3 the magnitude of the backwall 
signal. The average unit-normalized absolute noise added to the signal 
lies between [0.086−0.088]; if this average is considered 𝒅𝑀𝑒𝑎𝑛, then the 
signal SNR implemented in this study should be approximately 10.7 dB
as evaluated in Eq. (46).

3.6.4. Ultrasound signal processing: Experimental aluminum
For the aluminum domain, a different forward model is imple-

mented to generate synthetic observed signals 𝑑𝑀𝑖 (𝐱𝑟, 𝑡)) and forward 
wavefields 𝑠𝑖(𝐱, 𝑡)). The specific model is outlined in Table  4. The 
experimental data is from the 3 MHz phased array. Again, the true 
data units provided by AOS are unknown, so they are first normalized. 
Similarly to the experimental data from the steel block, filtering must 
be implemented first for a useful adjoint source 𝑓 †

𝑖  to be evaluated. 
The same approach implemented in Section 3.6.2 is applied to the 
ultrasound data from the 3 MHz phased array. Fig.  8(a) presents the 
unfiltered signals from source 64. Fig.  8(b) is the corresponding ultra-
sound data in the frequency–wavenumber domain with only positive 
frequencies being shown. Fig.  8(c) presents the data with a time filter 
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for the initial data sections, and Fig.  8(d) presents the filtered adjoint 
sources implemented in the ARTM process. Like the prior case, the 
signals are time-shifted forward by 0.03 μs for the ARTM algorithm and 
by 0.52 μs for the TFM analysis.

3.7. ARTM & TFM implementation

3.7.1. ARTM implementation
Implementation of ARTM consists of three different parts: (1) gener-

ation of forward wavefields 𝑠𝑖(𝐱, 𝑡), (2) generation of adjoint wavefields 
𝑟†𝑖 (𝐱, 𝑡), (3) cross-correlation at each time step, and (4) summation 
of images from each source location. 2D wavefield simulations are 
completed in SPECFEM2D. The simulation is oriented normal to the 
phased-array surface into the domain of the material, with depth being 
represented by 𝑧 and along the phased-array aperture being represented 
by 𝑥. For a particular source transducer location in the phased arrays 
described in Table  3, a point force is modeled as a Ricker wavelet with 
a corresponding central frequency, i.e., 5 MHz for steel and 3 MHz for 
aluminum. This force source is inserted into a SPECFEM2D simulation 
while acting purely in the 𝑧-direction. The mesh and material properties 
correspond to the defect-free internally meshed version of the domain 
described in Table  4. For each time increment described in Table  4, a 
forward wavefield 𝑠𝑖(𝐱, 𝑡) is generated. Simultaneously, the SPECFEM2D 
simulates an adjoint wavefield 𝑟†𝑖 (𝐱, 𝑇 − 𝑡). At all transducer locations in 
the phased-arrays described in Table  3 the adjoint-sources evaluated 
in Section 3.6 are injected at each corresponding receiver location, 
acting as several vertical point forces acting in the 𝑧-direction. Notably, 
the adjoint sources are time-reversed before being injected into the 
domain. The mesh and material properties for the adjoint wavefield 
simulation are identical to those of the forward model. Because of 
the parallel simulations, the cross-correlation conditions described in 
Eqs.  (29), (37) and (39) may be evaluated at each time step. This is 
repeated for all 𝑁𝑇  time steps described in Table  4, with the stacked 
sum representing the imaging kernels (i.e., 𝐾𝑉𝑝 , 𝐾𝑉𝑠 , 𝐾𝜌, and 𝐾 ′

𝜌), 
pertaining to that particular source location. This process is repeated 
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Fig. 7. Noise addition process for ‘‘noisy’’ steel dataset: (a) filtered normalized ultrasound data from source 1, (b) example noise added to each source, (c) example ‘‘noisy’’ 
space–time signals for source 1, and (d) example ‘‘noisy’’ 1-D signal for source 1 receiver 18 combination.

Fig. 8. Example filtering of 5 MHz ultrasound data for source 64. (a) Unfiltered time-space and (b) frequency–wavenumber signals and filtering zone. (c) The time-domain signals 
with time gating. (d) The fully filtered adjoint source.
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Fig. 9. ARTM results for numerical steel data with sensitivity kernels: (a) 𝐾𝑉𝑝
, (b) 𝐾𝑉𝑠

, (c) 𝐾𝜌, (d) 𝐾 ′
𝜌, and (e) 𝐼𝑇𝐹𝑀 .
Fig. 10. Zoomed in numerical steel images for each hole within 𝐾𝑉𝑝
.

for all transducers in the phased-arrays and all sub-images are directly 
added for a particular kernel, which results in the final defect images.

For the numerical steel block case, the ‘‘Steel’’ simulation described 
in Table  4 is implemented for both forward and adjoint wavefields. 
For adjoint sources 𝑓 †, the processed ultrasound data represented in 
𝑖

12 
Fig.  4 are injected into the domain for adjoint-wavefield simulation. 
This process is repeated for both the experimental steel studies and the 
‘‘noisy’’ experimental steel study. The only difference in methodology 
for these two studies compared to the numerical case is the particular 
adjoint-source implemented. For the experimental steel case, the data 
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Fig. 11. Zoomed in numerical steel images for each hole within 𝐾𝑉𝑠
.

Fig. 12. Zoomed in numerical steel images for each hole within 𝐾𝜌.
described in Fig.  6 are used, while the ‘‘noisy’’ steel case involves data 
from Fig.  7. With these three studies, three sets of images from the 𝐾𝑉𝑝 , 
𝐾𝑉𝑠 , 𝐾𝜌, and 𝐾 ′

𝜌 kernels are generated and presented in each section.
For the aluminum block case, the ‘‘Aluminum’’ simulation described 

in Table  4 is implemented for both forward and adjoint-wavefields in 
a similar manner. The differences between this and the prior scenario 
are: (1) the central transducer frequency is 3 MHz instead of 5 MHz, (2) 
the material properties and geometry of the simulation represents the 
13 
aluminum block instead of the steel one, (3) the phased-array aperture 
and transducer locations, and (4) the simulation time and time step size 
corresponds to the ‘‘Aluminum’’ simulation described in Table  4.

A final aspect is that transducers transmit waves into the specimen 
via coupling gel, meaning the waves penetrate the gel before entering 
the domain or returning to the transducer surface. This interaction was 
not modeled during numerical source excitation; instead, the sources 
and receivers are placed at the top of the domain as if they were 
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Fig. 13. Zoomed in numerical steel images for each hole within 𝐾 ′
𝜌.
Fig. 14. Zoomed in numerical steel images for each hole within 𝐼𝑇𝐹𝑀 .
on the boundary of the specimen being scanned. Thus, this approxi-
mation makes two assumptions: (1) the surficial interactions will not 
significantly limit wave propagation into or out of the domain, and 
(2) the elapsed time taken for waves to travel into and out of the 
domain is significantly smaller than the duration spent to and from the 
internal defects. If these assumptions are met, the defect location and 
14 
size detection should not be adversely affected, as demonstrated in the 
results.

3.7.2. TFM implementation
TFM is implemented for each case as well to serve as a baseline. 

The methodology for TFM follows the process outlined in Section 2.4, 



J.D. Day et al. NDT and E International 155 (2025) 103425 
Table 5
Location and sizing comparisons for numerical steel images.
 Hole: 1 2 3

 Quantity: Width Height Depth Width Height Depth Width Height Depth  
 𝐾𝑉𝑝

3.55 1.94 12.89 2.60 1.39 13.89 1.85 1.19 14.44  
 𝐾𝑉𝑠

1.70 1.44 13.44 2.90 1.24 14.09 2.05 1.09 14.49  
 𝐾𝜌 2.35 1.54 13.24 2.80 1.24 14.09 2.00 1.09 14.59  
 𝐾 ′

𝜌 2.75 1.64 13.19 2.90 1.24 14.09 1.90 1.09 14.59  
 𝐼𝑇𝐹𝑀 3.45 2.34 13.19 2.85 1.64 14.04 2.05 1.14 14.59  
 Measured 5.2 5.2 13.3 3.2 3.2 14.3 2.0 2.0 14.9  
 Hole: 4 5 6

 Quantity: Width Height Depth Width Height Depth Width Height Depth  
 𝐾𝑉𝑝

1.25 1.09 14.89 0.95 1.09 15.09 0.95 0.99 15.34  
 𝐾𝑉𝑠

1.55 0.75 15.09 1.25 0.65 15.34 0.80 0.80 15.49  
 𝐾𝜌 1.45 1.09 14.89 0.95 0.84 15.19 0.60 0.70 15.54  
 𝐾 ′

𝜌 1.30 0.99 14.89 0.80 0.80 15.19 0.60 0.65 15.54  
 𝐼𝑇𝐹𝑀 1.35 0.89 14.99 1.00 0.99 15.14 0.90 1.04 15.44  
 Measured 1.2 1.2 15.3 0.8 0.8 15.5 0.4 0.4 15.7  
where the time-of-flight (TOF) for each source-receiver combination is 
evaluated for a discretized domain 𝐱. This TOF considers solely the 
longitudinal wave speed of the material presented in Table  1. The dis-
cretized domain 𝐱 has the same resolution as the corresponding ARTM 
images to allow a direct comparison. The TFM images corresponding to 
the ARTM studies are presented in the corresponding sections alongside 
the kernels.

4. Results

This section presents the numerical and experimental ARTM results 
obtained from the data acquisition and imaging kernels described 
above for four parameters: longitudinal wave speed, shear wave speed, 
density, and impedance. These results are compared with those from 
the TFM imaging method, which was implemented as a baseline for 
comparison to the ARTM methods.

4.1. Steel block defect images

Figs.  9, 15 and 21 contain the ARTM-generated images from ul-
trasound data from the steel block. Images were generated from three 
ultrasound data sets: (1) numerically generated based on the transducer 
and steel block geometry, (2) acquired from the steel block using a 
phased-array transducer, and (3) the laboratory data from (2) after 
contaminating the data to artificially reduce the SNR. A comparative 
analysis of the ARTM kernels and TFM results is conducted based on 
three criteria: (1) accuracy in sizing, (2) accuracy in depth positioning, 
and (3) the maximum SNR achieved. Additionally, the required time 
to generate images for each specimen is discussed; this is not repeated 
for each steel block case, as the speed is about the same. Sizing and 
positioning of defects are of interest for NDE research purposes, and in 
some studies SNR is employed as an atypical metric [43]. To determine 
whether an image provides accurate hole location estimates, the true 
position from physical measurements is superimposed on the ARTM-
generated images. This allows direct comparison of the estimated and 
real locations based on measurements, allowing visual inspection of im-
age accuracy. In addition, the sizing is estimated using the methodology 
described in Section 3.5 and tabulated for each hole to determine which 
imaging method most accurately determined defect characteristics.

4.1.1. Steel images from numerically generated data
Inspection of the results shown in Fig.  9 suggests that each imaging 

condition performs similarly on numerical data. The numerical results 
represent an idealized modeling scenario because the user-specified 
STF, the true source and receiver positions, and the boundary locations 
are all known in advance. TFM is also implemented in this study within 
Fig.  9(e). If only the negative image amplitudes were considered, the 
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TFM method would have superior resolution compared to the kernels; 
however, the positive image amplitudes would lead to less accurate 
contour determinations. A limitation of all imaging methods is the 
coverage of the array. The holes with better coverage consistently have 
a better depiction of what their width should be, whereas the defects 
with poor coverage, such as the larger holes on the left, are significantly 
underpredicted across all methods. This limitation extends to the later 
results when experimental data is implemented.

To better determine the sizing of the defects within each image, 
a closer depiction of each hole from each image is provided in Figs. 
10 to 14. Table  2 lists the holes labeled 1–6 as well as the SNR of 
the individual hole’s maximum amplitude. Failing to achieve a SNR 
of > 20 dB will impede algorithmically determining the hole counter. 
Table  5 presents a summary of the accuracy in sizing and depth of 
the defect, where ‘‘Measured’’ is the size of the hole based upon the 
experimental measurements with calipers. For the numerical test, this 
can be treated as a true value. The results are indicative that the 
shear wave speed kernel (Fig.  11) exhibits the best resolution, likely 
due to the wavelength of the shear wave being approximately half 
the longitudinal wave length. At the same time, though, it has a 
poor representation of the first and last holes, likely because of the 
comparably limited coverage. This results in the sizing estimates being 
more accurate for defects immediately under the transducer and poorer 
for those further away. The longitudinal wave speed kernel (Fig.  10) 
has the poorest resolution in terms of the defect contour; however, it 
does yield accurate sizing estimates of a majority of defects with good 
coverage except for the smallest hole. The three kernels 𝐾𝑉𝑝 , 𝐾𝜌, and 𝐾 ′

𝜌
(Figs.  10, 12 and 13) extend the image of the largest hole the farthest 
to the left (hole 1), while 𝐾𝑉𝑠  and 𝐼𝑇𝐹𝑀  (Figs.  11 and 14) stop showing 
significant amplitude closer to the center of the largest hole. Imaging 
the smallest hole is performed well via 𝐾𝜌, and 𝐾 ′

𝜌 (Figs.  12 to 13). The 
imaging method that performs most optimally is highlighted and has 
green text. This is repeated for all the holes in each image. The most 
accurate method to characterize hole depth is between 𝐾𝑉𝑠 , 𝐾𝜌, and 
𝐾 ′

𝜌 (Figs.  11 to 13) for different holes while 𝐼𝑇𝐹𝑀  performs similarly 
to 𝐾𝑉𝑝 . 𝐾𝑉𝑝  performs the worst when determining the accurate defect 
depth, even in this case where the background wave speed and STF are 
predefined.

The maximum SNR of the entire image is used as a metric of 
comparison. This requires quantifying the mean amplitude assigned 
away from defected regions. This metric is evaluated for 𝐾𝑉𝑝 , 𝐾𝑉𝑠 , 𝐾𝜌, 
𝐾𝜌, and 𝐼𝑇𝐹𝑀  from Fig.  9. The back wall is not considered when evalu-
ating the average amplitude of the background noise. Table  6 presents 
the corresponding SNRs, which show that the ARTM-based imaging 
methods have a higher SNR and fewer overall artifacts compared to 
TFM. Among the kernels, 𝐾  has the lowest average noise.
𝑉𝑝



J.D. Day et al. NDT and E International 155 (2025) 103425 
Fig. 15. ARTM results for experimental steel data with sensitivity kernels: (a) 𝐾𝑉𝑝
, (b) 𝐾𝑉𝑠

, (c) 𝐾𝜌, and (d) 𝐾 ′
𝜌. (e) TFM Image.
Table 6
Maximum SNR of numerical steel block images.
 Imaging Method SNR (dB) 
 𝐾𝜌 41.65  
 𝐾𝑉𝑝

52.36  
 𝐾𝑉𝑠

40.58  
 𝐾 ′

𝜌 41.64  
 𝐼𝑇𝐹𝑀 35.65  

From the numerical studies, it is concluded that the majority of 
ARTM kernels perform similarly in sizing tasks. 𝐾𝑉𝑝  performed well 
to size the largest hole, which has the least coverage. It was less 
effective at sizing holes with better coverage toward the center of the 
transducer, with 𝐾𝑉𝑠  and 𝐾𝑉𝜌  being better for the second and third 
holes, respectively. For small holes, 𝐾 ′

𝜌 more consistently yielded the 
best results. Compared to TFM, the kernel methods have less noise in 
their final image while providing a superior resolution depending on 
the size of the defect and kernel implemented.

The time required to generate images is an important factor for NDE 
implementation. Both methods can be massively parallelized or GPU-
enabled, so in order to isolate the impact of the method’s computational 
complexity, the time taken for each algorithm to generate an image 
from a single source is provided. This time is derived from the average 
time for a source-wise image to be generated based on 10 different runs 
using a single core on an Intel(R) Xeon(R) Silver 4214 CPU @ 2.20 GHz. 
The TFM algorithm only required about 5.50 s per source, while the 
ARTM algorithm required about 885 s per source. This reinforces the 
understanding that a TFM algorithm will be significantly faster than 
the ARTM algorithm, especially without implementing any heteroge-
neous model. However, the performance of both algorithms will vary 
depending on the implementation, especially what finite-element solver 
is used to generate the wavefields.
16 
4.1.2. Steel images with experimental laboratory data
Fig.  15 presents the ARTM results generated from the steel block 

experimental signals. To facilitate benchmarking, each image has the 
actual hole locations from Table  2 superimposed upon the images as 
black circles. A surface-level analysis reveals that the longitudinal wave 
speed kernel (Fig.  15(a)) outperforms the other kernels. Numerous arti-
facts are present within Fig.  15(b)–(d), which could be considered false 
positives for boundaries of different materials. However, these images 
still provide a similar image to that of Fig.  15(a) at near-hole locations. 
Notably, Fig.  15(a) does not contain significant artifacts, which will 
be reflected in the total image SNR estimate. In contrast to [24], the 
imaging condition with the fewest artifacts is derived from 𝐾𝑉𝑝  instead 
of 𝐾 ′

𝜌, which was demonstrated to have artifact-canceling attributes in 
that study. The findings here are less conclusive as to why this is the 
case. A notable difference between the implementation in this work 
and that of [24] is the simplicity of the model parameters, which only 
contain a single wave speed set and density, in contrast to [24] which 
implements it in seismological models with various different regions 
with different densities and wave speeds. The TFM performance shown 
in Fig.  15(e) is as expected, as it reliably detects the hole contours 
and, on brief inspection, provides an image of similar quality to Fig. 
15(a). For these experimental datasets, while the background noise 
and imaging method influence the resulting image, the accuracy in 
imaging depth and sizing is directly dependent on a correct prediction 
of material properties, e.g., background wave speeds and density (see 
Figs.  17–19).

To quantify the accuracy of different kernels, their accuracy in char-
acterizing the hole width, height, and depth is evaluated. To facilitate 
this, the areas in the images presented in Fig.  15 are extracted and pre-
sented in Figs.  16–20. The original hole position is again superimposed 
on the image as a black circle. A green box outlines the estimated hole 
dimensions from the ARTM or TFM-generated image. Notably, each 
method underestimates the size and overestimates the width of the 
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Fig. 16. Zoomed in experimental steel images for each hole within 𝐾𝑉𝑝
.

Fig. 17. Zoomed in experimental steel images for each hole within 𝐾𝑉𝑠
.

largest hole while overestimating the size of the smallest. This is likely 
due to the illumination of the holes on the edge being significantly 
less than those in the center. The sizing and location information is 
also presented in Table  7. 𝐾𝑉𝑝  provides accurate size estimation for the 
larger holes, although it is the least accurate at characterizing smaller 
holes. For smaller holes, it is apparent that 𝐾𝜌 and 𝐼𝑇𝐹𝑀  perform 
best. Imaging depth accurately was most common in 𝐾𝜌 and was more 
accurate than 𝐼  in all except one.
𝑇𝐹𝑀

17 
A final metric to benchmark the experimental ultrasound images is 
quantifying the mean noise in the image via the SNR. This is evaluated 
for all images in Fig.  15 and displayed in Table  8. The SNR of the 𝐾𝑉𝑠 , 
𝐾𝜌, and 𝐾 ′

𝜌 kernels are lower than 𝐾𝑉𝑝  and 𝐼𝑇𝐹𝑀 . This is reinforced by 
the presence of large artifacts at the top of the images presented in Fig. 
15(b)–(d) that are absent in Fig.  15(a) and Fig.  15(e).

Between the numerical (Fig.  9) and experimental (Fig.  15) results, 
the kernels perform similarly, with the image quality for 𝐾𝑉𝑠  degrading 
more than expected. While the ARTM results were similar in both cases, 
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Fig. 18. Zoomed in experimental steel images for each hole within 𝐾𝜌.
Fig. 19. Zoomed in experimental steel images for each hole within 𝐾 ′
𝜌.
a significant difference was the ultrasound data source used to generate 
the adjoint sources. Ultrasound data are generated using an acoustic 
waveform that is not fully characterized as established in Section 3.7.1. 
In the numerical case, the acoustic waveforms ideally match those 
used to forward model data and wavefields. It is notable that there 
is a significant increase in the amount of noise between Tables  6 and
8. A consistency between the two is that the 𝐾  kernel contains a 
𝑉𝑝

18 
comparably lower amount of average background noise, indicating it 
has fewer artifacts.

4.1.3. Steel images with ‘‘noisy’’ experimental laboratory data
A final study using the steel block model is the implementation of 

the imaging techniques using a dataset that has an artificially lowered 
SNR. Fig.  21 presents the imaging results. The addition of noise to the 
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Fig. 20. Zoomed in experimental steel images for each hole within 𝐼𝑇𝐹𝑀 .
Table 7
Location and sizing comparisons for experimental steel images.
 Hole: 1 2 3

 Quantity: Width Height Depth Width Height Depth Width Height Depth  
 𝐾𝑉𝑝

2.45 1.64 13.14 1.65 1.59 14.09 1.10 1.59 14.64  
 𝐾𝑉𝑠

1.65 0.84 13.69 1.55 0.99 14.49 1.10 0.65 14.99  
 𝐾𝜌 2.00 1.04 13.44 1.05 0.99 14.34 0.65 1.04 14.94  
 𝐾 ′

𝜌 1.95 1.14 13.39 1.10 0.99 14.34 0.65 1.04 14.94  
 𝐼𝑇𝐹𝑀 2.30 1.14 13.29 1.60 1.09 14.19 0.90 0.84 14.79  
 Measured 5.2 5.2 13.3 3.2 3.2 14.3 2.0 2.0 14.9  
 Hole: 4 5 6

 Quantity: Width Height Depth Width Height Depth Width Height Depth  
 𝐾𝑉𝑝

1.10 1.54 15.14 1.20 1.59 15.29 1.25 1.54 15.34  
 𝐾𝑉𝑠

ND ND ND ND ND ND ND ND ND  
 𝐾𝜌 0.70 0.94 15.43 0.70 0.99 15.54 0.70 0.99 15.54  
 𝐾 ′

𝜌 0.70 0.99 15.38 0.70 0.99 15.54 0.75 0.99 15.59  
 𝐼𝑇𝐹𝑀 0.85 0.89 15.24 0.85 0.89 15.39 0.95 0.89 15.39  
 Measured 1.2 1.2 15.3 0.8 0.8 15.5 0.4 0.4 15.7  
Table 8
Maximum SNR of experimental steel block images.
 Imaging Method SNR (dB) 
 𝐾𝜌 37.23  
 𝐾𝑉𝑝

61.61  
 𝐾𝑉𝑠

24.70  
 𝐾 ′

𝜌 37.60  
 𝐼𝑇𝐹𝑀 43.75  

images has made the artifacts worse in cases Fig.  21(b)–(d), suggesting 
that the noise in the ultrasound data is the likely cause of the artifacts 
from the prior experimental data in Fig.  15(b)–(d). 𝐾𝑉𝑠  (Fig.  21(b)) has 
artifacts that prevent the last holes from being seen at all, and all holes 
have an SNR of < 20 dB. An apparent downside of 𝐾𝑉𝑠  as an imaging 
condition is that when noise is introduced, its performance drastically 
reduces in comparison to the other kernels. In Fig.  9(b), it was one of 
19 
the best imaging conditions for determining an accurate contour of the 
holes; however, in Fig.  15(b), it becomes significantly less preferable. 
Finally, in Fig.  21(b), the image fails to represent the holes entirely. 
Figs.  21(a) and 21(e) contain the least obscuring artifacts. However, 
the TFM image (Fig.  21(e)) has significantly more background artifacts 
than previously in Fig.  15(e). Figs.  22–26 provide zoomed-in images 
for determining hole size and depth. Table  9 presents a measurement 
comparison.

For defect sizing estimates, the addition of noise has degraded each 
image to the point that only the smallest hole image has an SNR greater 
than 20 dB for 𝐾𝑉𝑝 . In the rest of the cases, all images except 𝐾𝑉𝑠  are 
able to have an estimated hole size extrapolated. The preferred methods 
in this case are 𝐼𝑇𝐹𝑀  and 𝐾𝑉𝑝  overall. For the second-smallest hole, 𝐾𝜌
performs best, repeating the trend from prior studies.

The final comparison metric for the images presented in Fig.  21 
is the relative average background noise. The results are presented 
in Table  10. The results are consistent with Table  8, with 𝐾 , 𝐾 , 
𝑉𝑠 𝜌
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Fig. 21. ARTM results for ‘‘noisy’’ experimental steel data with sensitivity kernels: (a) 𝐾𝑉𝑝
, (b) 𝐾𝑉𝑠

, (c) 𝐾𝜌, and (d) 𝐾 ′
𝜌. (e) TFM image.
Fig. 22. Zoomed in experimental steel images for each hole within: 𝐾𝑉𝑝
.

and 𝐾 ′
𝜌 performing poorly while 𝐾𝑉𝑝  performing the best and 𝐼𝑇𝐹𝑀

closely following. A conclusion deriving from this study is that even 
for data containing increased background ‘‘white noise’’ induced by 
the transducer, 𝐾𝑉𝑝  will still outperform in comparison to the other 
techniques with respect to providing a high image SNR.
20 
4.2. Aluminum block defect images

Fig.  27 presents ARTM and TFM-generated images from ultrasound 
data from the aluminum block with holes in the ‘‘AOS’’ pattern. Five 
images were generated from ultrasound data acquired from the physical 
system. Comparisons are made based on (1) identification of all holes 
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Fig. 23. Zoomed in experimental steel images for each hole within: 𝐾𝑉𝑠
.

Fig. 24. Zoomed in experimental steel images for each hole within: 𝐾𝜌.
and (2) average background noise in the domain (artifacts). All holes 
can be readily identified in Figs.  27(a) and 27(c)–(e), even those located 
deeper in the domain and obscured by overlying holes. Fig.  27(b) pro-
duces an image containing a very faint indication of the deeper defects. 
For this domain, there is a low-amplitude artifact near the transducer 
surface present in all images aside from Fig.  27(a). This artifact, though, 
does not hinder defect identification. In terms of accurately sizing the 
holes, from visual inspection, it can be seen that Fig.  27(b) provides 
the most accurate depiction of hole sizes closest to the transducer while 
21 
doing a poor job for the deepest defects. The other kernels (Figs.  27(a) 
and 27(c)–(d)) provide a similar sizing for the uppermost holes, while 
the TFM image (Fig.  27(e)) more significantly overestimates the largest 
holes, in addition to obscuring artifacts presence around the first two 
lines of holes. In contrast to the findings from [24], Fig.  27(d) does not 
possess artifact cancellation properties; a potential explanation could be 
that the primary kernels here have fewer opposing artifacts to cancel 
out through superposition when evaluating the impedance kernel. This 
could be caused by the results shown in Figs.  27(b) and 27(c) contain 
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Fig. 25. Zoomed in experimental steel images for each hole within: 𝐾 ′
𝜌.
Fig. 26. Zoomed in experimental steel images for each hole within: 𝐼𝑇𝐹𝑀 .
additive artifacts, whereas Fig.  27(a) has very few. In addition, the fact 
that the modeled domain is a simple region with a single wave speed 
set and density may be a contributing factor as well.

A comparative metric of the total noise is the SNR of the aluminum 
block images (Fig.  27). The results are presented in Table  11. Like 
the prior three cases, 𝐾𝑉𝑝  is the superior image in terms of the least 
average background noise. The significance of this is that, overall, 
𝐾  will produce the least amount of potentially obscuring artifacts in 
𝑉𝑝

22 
comparison to the presented alternatives in a model setup similar to the 
one shown: a background with a single density and wave speed set and 
absorbing boundary conditions. Notably, all the other kernels except 
for 𝐾𝑉𝑠  exceed 𝐼𝑇𝐹𝑀  in this regard as well.

The time required to generate images is presented for the aluminum 
block case as well. The hardware setup is the same. The TFM algorithm 
only required about 4.07 s per source, while the ARTM algorithm re-
quired approximately 1067 s per source. The required computation time 
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Table 9
Location and sizing comparisons for ‘‘Noisy’’ experimental steel images.
 Hole: 1 2 3

 Quantity: Width Height Depth Width Height Depth Width Height Depth  
 𝐾𝑉𝑝

2.05 1.24 13.39 1.35 1.09 14.29 0.85 1.04 14.94  
 𝐾𝑉𝑠

ND ND ND ND ND ND ND ND ND  
 𝐾𝜌 1.75 1.04 13.44 0.95 0.99 14.34 0.60 0.99 14.94  
 𝐾 ′

𝜌 1.80 1.09 13.39 1.05 1.04 14.34 0.60 0.99 14.94  
 𝐼𝑇𝐹𝑀 2.15 0.84 13.29 1.50 0.80 14.19 0.70 0.80 14.84  
 Measured 5.2 5.2 13.3 3.2 3.2 14.3 2.0 2.0 14.9  
 Hole: 4 5 6

 Quantity: Width Height Depth Width Height Depth Width Height Depth  
 𝐾𝑉𝑝

0.95 1.09 15.38 0.90 1.09 15.49 1.00 1.04 15.54  
 𝐾𝑉𝑠

ND ND ND ND ND ND ND ND ND  
 𝐾𝜌 0.65 0.94 15.43 0.80 1.29 15.49 ND ND ND  
 𝐾 ′

𝜌 0.65 0.99 15.38 0.70 0.94 15.59 ND ND ND  
 𝐼𝑇𝐹𝑀 0.85 0.80 15.29 0.65 1.34 15.44 ND ND ND  
 Measured 1.2 1.2 15.3 0.8 0.8 15.5 0.4 0.4 15.7  
Fig. 27. ARTM results for aluminum data with sensitivity kernels: (a) 𝐾𝑉𝑝
, (b) 𝐾𝑉𝑠

, (c) 𝐾𝜌, and (d) 𝐾 ′
𝜌. (e) TFM image.
is consistent with the steel block case, with ARTM taking significantly 
longer to produce images than the TFM algorithm with a homogeneous 
background. The required computation time for the aluminum block 
23 
is longer, as expected for ARTM in this case than it was previously. 
This is caused by the significant increase in time length for wavefield 
modeling.
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Table 10
Maximum signal to noise ratio of ‘‘noisy’’ experimental 
steel block images.
 Imaging Method SNR (dB) 
 𝐾𝜌 32.09  
 𝐾𝑉𝑝

42.73  
 𝐾𝑉𝑠

22.36  
 𝐾 ′

𝜌 32.97  
 𝐼𝑇𝐹𝑀 30.36  

Table 11
Maximum SNR of aluminum block experiment images.
 Imaging Method SNR (dB) 
 𝐾𝜌 40.77  
 𝐾𝑉𝑝

46.10  
 𝐾𝑉𝑠

36.97  
 𝐾 ′

𝜌 41.26  
 𝐼𝑇𝐹𝑀 37.39  

5. Conclusion

The ARTM method was implemented to generate phased-array ul-
trasound images using four imaging kernels: 𝐾𝑉𝑝 , 𝐾𝑉𝑠 , 𝐾𝜌 and 𝐾 ′

𝜌. 
As a metric of comparison, a TFM-generated phased-array ultrasound 
image (𝐼𝑇𝐹𝑀 ) is presented as a baseline. This was performed in four 
different sets of ultrasound data: (1) a numerical representation of 
a steel block, (2) the corresponding experimental data, (3) the same 
artificial data with a higher level of noise, and (4) experimental data 
acquired from an aluminum block, each with side-drilled holes acting 
as defects. Conclusions for the performance of each imaging method 
may be extrapolated from the sizing and depth metrics for the steel 
block studies. 𝐾𝑉𝑝  was demonstrated to be a robust imaging condition 
that performed well for all three datasets. The only downside to imple-
menting 𝐾𝑉𝑝  was that it performed lowest at characterizing small hole 
sizes, yet it had the best SNR of the smallest hole in the ‘‘noisy’’ dataset, 
suggesting that the addition of noise may make other methods difficult 
to characterize the hole, while 𝐾𝑉𝑝  may be able to still provide an 
estimate. Repeatedly in each study, imaging conditions based upon 𝐾𝜌
and 𝐾 ′

𝜌 will outperform the others in characterizing the smaller defects 
unless the level of noise is sufficiently large for it to become difficult 
to discern the defect edge from the background. Datasets with large 
amounts of noise will have the best SNR using 𝐾𝑉𝑝 , and accurate defect 
sizes may be able to be extrapolated if there is both good coverage and 
the defect is large enough. 𝐾𝑉𝑠  showed promising resolution and size 
characterization for hole contour for holes centrally located under the 
phased array in the numerical steel study, and performed worse for 
holes away from the center of the phased-array. In the experimental 
datasets, 𝐾𝑉𝑠  had the largest deviation in performance in comparison 
to the numerical dataset. 𝐼𝑇𝐹𝑀  performed middling in each study, 
having one case where it performed best or often second to third 
best. A notable advantage in 𝐼𝑇𝐹𝑀  in comparison to ARTM images 
is reduced computational complexity. However, the authors speculate 
that a more complex domain would allow the benefits of using a wave-
equation simulator to become more evident in comparison to the simple 
delay-and-sum implementation, which is a potential direction for future 
work.
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